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Abstract:

After the requirements of the end users have beénatli, the software development concept of VIDEantherlr|
e

creation of business process models. The busineg®gs models are the first models of the develop
process with a defined language.

Therefore work package 7, whose results are destiiitp this deliverable, has the tasks to evaluatstieg
business process modelling and execution langugasls 7.1), to define a CIM level language for VIQESk
7.3) and to analyse which business processes ppoitad by VIDE and how the software developmerihy
VIDE is organized (task 7.2).

For this purpose eight business process languanesiieen described and evaluated. Based on tHisa&oa
a VIDE CIM level language (VCLL) has been defing@this language provides three modelling views ared
use of business rules. It is compliant to standasdsnuch as possible. Its specification is donaguslML
metamodels, which are refined with OCL-statemeftklitionally a graphical notation, which is baset the
Business Process Model Notation (BPMN) is provided.

Furthermore the business processes that are sagguytVIDE are classified in a morphological boxdahe
procedure model for the software development powdth VIDE is defined based on the spiral model.

=.

TheVIDE consortium:

Rodan Systems S.A. Partner Poland
Institute for Information Systems at the German dResh Center for Partner Germany
Artificial Intelligence
Fraunhofer Partner Germany
Bournemouth University Partner United
Kingdom
SOFTEAM Partner France
TNM Software GmbH Partner Germany
SAP AG Partner Germany
ALTEC Partner Greece

© Copyright by VIDE Consortium



FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

History of changes

Date Vers Author Change description
ion
10.12.2006 | 1.01] Christian Seel document creation
10.03.2007 | 1.02 Christian Seel BU contribution adde
30.08.2007 | 1.03 Christian Seel Metamodel descripiided
30.09.2007 | 1.1 Christian Seel Comments of PJITEd regarded
08.11.2007 | 1.1 Christian Seel Language and lagmuéctions

© Copyright by VIDE Consortium




FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

Executive summary

The Computation Independent Modelling (CIM)-Levsl the first level in which user defined modelling
languages form part of the software developmentgs®. The purpose of the CIM level is to integhatsiness
people that are usually the supposed users ofafteae system in the development process andntothe
business process based description to the moraitetimodels. The difference between the CIM aratf&im
Independent Modelling (PIM)-Level is the view orethoftware system that is developed. While the Ridtiel
describes the parts of the software system likesels, method, attributes, etc., CIM models regagdsystem
from outside. They describe the way the systemsedand which business processes or parts of pexdés
supports.

Work package 7 has as its major task to providéM lI€vel modelling language that fits in the MDA@pach
of VIDE. For this purpose the relationship betweka CIM and PIM levels are analysed in this dekze.
VIDE provides two relations between CIM and PIMdevOn the one hand the CIM level models can bd ase
a user’s description in order to create an apptinatith the VIDE CIM level language. On the othemnd the
VIDE CIM level language provides the opportunitydichestrate an application. For this second otcditésn
branch the VIDE CIM level language describes thetrmd flow between different applications. This degtion

is exported in form of the vendor independent sdathcdKPDL 2.0 and can be used in a workflow managgme
system which implements the orchestration.

In order to design the VIDE CIM level language ¢igixisting business process modelling and execution
languages have been evaluated (task 7.1). Fompthisose the requirements of deliverable D.1.1 Haesen
refined and an evaluation schema has been develdpes evaluation results in the recommending the
combination of the Business Process Modelling Nata(BPMN) and XPDL 2.0 for the orchestration as th
best base for the VIDE CIM level language design.

The design of the language extends the expressgexfdBPMN by data modelling, modelling of orgatizaal
units and business rules. As BPMN is just a natatie whole language has been defined as a UMLmoetel,
which is further refined by OCL statements. Addiadly a graphical notation for this language isimed in
order to be able to implement a graphical modeliow.

The use of the VIDE CIM level language is also dssed. Business processes that are supported iy Naie
been classified. For this discussion attributesti@r classification of business processes have bekected
from the literature and partners. Based on thes#ates business processes that are supported Dy ®re
classified. The results are depicted in a morpHosidpox.

Furthermore the software development process WillEMs described. The process is based on thel spodel
and is designed for the high involvement of businasers (customers) in development. It also alltives
division of a software system into different VIDBpdications that can then be combined by the otchiben
functionality that the VCLL provides.
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1. Introduction

The Deliverable D.7.1 “Metamodel and notation o€ tiIDE process modelling language, requirements
concerning process model” is based on the workarkwackage 7. Work package 7 consists of thretasks.
The first one, task 7.1, analyses existing busipessess modelling and execution languages. Thendetask
(7.2) is to classify business processes that appasted by VIDE and to define a procedure model tfa
software development process with VIDE. The tharskt7.3 is to design the VIDE CIM level languag€\L).

The deliverable is structured into six main seaioFhe first section is the introduction which givan overview
of the structure of the deliverable and relateshesertion to the three tasks of work package 7. Sdwond
section deals with the analysis of existing busn@®cesses and execution languages. It summénisessults
of task 7.1. The section starts with a short pmsitig of the CIM level into the VIDE architecturacadepicting
the two relations between the CIM and PIM leveltien presents requirements of the VIDE CIM level
language, (which derive from consortium partners tamgeted VIDE CIM level users) and the architextand
positioning of the CIM level language into the pratj Afterwards an evaluation schema for the bgsipeocess
modelling languages is presented and then appliedyht languages. The second chapter closes wgitimanary

of the individual evaluation of each language amel design decisions that were derived from it far YIDE
CIM level language.

The third chapter deals with the specification loé &IDE CIM level language. The specification is MO
compliant and is based on standards as much asblgosthe VIDE CIM level language is defined by a
metamodel and enriched with OCL statements. Batsgecification of the VCLL and chapter 3 is diddato
four views: the process view, data view, organisatl view and business rule view. The section enitls a
modelling example using the VCLL, which was basadaeal-life case provided by SAP. This chaptertaios
the results of task 7.3.

The next two chapters are related to task 7.2tl¥iie chapter 4 business processes are classifiedrding to
classification criteria found in the literature. é&e criteria are summed up in a morphological Bdterwards
the business processes that are supported by VIBElassified. Chapter 5 deals with the VIDE sofeva
development process. Currently used software dpwedot procedure models are evaluated. Based oae thes
state-of-the-art analysis of the VIDE software maharal model is presented.

The sixth chapter summarises the deliverable apitdefurther issues related to work package 7hasthe

implementation of a software modelling tool for t€LL (WP 9) and the transformation from CIM to PIM
(WP 5).

© Copyright by VIDE Consortium
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2. Analysis of business process modelling and execution

languages

2.1 Positioning of the VIDE CIM level language into the project

The Model Driven Architecture Approach as it wasveleped by the Object Management Group (OMG)
consists of four levels. The three upper levelsnandels based while the forth one is executablgnara code.

e Computation Independent Model (CIM):

The CIM level is independent from technical aspelttsather describes the behaviour and the way the
application systems will be used. Therefore on @Ml not the internal view of an application systis
depict as moreover the view of its stakeholder®e @im of CIM modelling is to bridge the GAP between
the business and the IT based view [OMG 03] onwso# development, as the complexity and the
frequency of changes in business is rising andné@vement of business experts becomes more iraport
CIM models can be both structure and behaviountets as CIM models e.g. describe the busines®psoc
the application system will be involved in and tiaa structure it operates on as well.

e Platform Independent M odel (PIM):

But the CIM doesn’t contain all necessary informatthat is required to execute it. Therefore onRhd
level the design and the inner structure of theliegion is described. Anyway PIM models do not dav
platform specific structures. According to the ONM&% of MDS software development projects use UML
on the PIM level [OMGQ7-MDA].

» Platform Specific Model (PSM):

The PSM models are created by transformations bf RPbdels to a specific target platform. By target
platform programming languages or frameworks likEH, CORBA, .NET are addressed. On this level
platform specific information like specific datgps are added.

The VIDE CIM level language, which is developedVitfP 7, is located on the Computation Independersllev
According to the description of work the CIM levahguage should be able to cover the functionaifty
workflow system (p. 59 DoW). The idea of this reguient is to achieve the ability to orchestrate KID
application by the usage of a workflow managemestesn. On the other hand there is OMG’s approach to
MDA, which sees CIM as the starting point of the Mriven software development process.

Therefore the CIM level language provides a “douidéure” approach that is shown in Figure 1. ThO¥I
CIM level language covers on the one hand the fonality of a workflow management system and all@ams
export in XPDL 2.0. XPDL 2.0 is an open standardtieé WfMC [XPDLO5], which allows describing
workflows in a vendor-independent format. Basedtlis export the information that is missing in arde
execute the workflow description of CIM level isdedl in the WfMS’s design component. In VIDE theltoo
OOWF from RODAN will be used for this purpose. Aftthe CIM description of the workflow has been
enriched on PIM level it can be transferred to wogkflow engine and be executed. The workflow erdiras
the capability to start VIDE application. This pess is depicted by the left arrow in Figure 1.

On the other hand the VIDE CIM level language canused as starting point and for the description of
requirements for the application development. Ia tiase the whole expressiveness of the languagbecased
(see chapter 3.1), as the compliance to XPDL 2d»ult need to be regarded. In this branch a tramsftion
wizard, which is develop in WP 5, will be used mler to keep the relation between CIM and PIM medeid
vice versa. The parts that are covered in WP Tnamied red in the figure.

© Copyright by VIDE Consortium
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Figure 1: CIM perspective on the VIDE architecture

The development of the VIDE CIM level language ésctibed later in chapter 3.1. The next sectioasyaa the
requirements of the VIDE CIM level language. Aftands existing business process modelling and eecut

languages are evaluated based on these requirements
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2.2 Requirementsof theVIDE CIM level language

This section describes the requirements of the VDM level language. Each requirement is formuldted a
standardised table shown below:

CIM REQ: ID REQ stakeholder: CIM User|technical|VIDE architectu  re MAY|SHOULD|MUST

Requirement description

Related requirement IDs:

The left field in the first row assigns a uniquanher to each requirement in order to identify iaomiguously.
The middle field identifies the origin of the retpment. Three values are possible for this fierutechnical
and VIDE architecture.

User requirements are requirements that derive ftmmeeds of business people and their way ofrithasg

things and dealing with their domain. Technicaluiegments derive from the use of tools, framewaaksl

standards in the project, such as MOF, EMF, GMF @&¢F. The last variety of requirements derives fittim

architectural approach presented in the sectiomeabo

The right field in the first row describes the piip of the requirement. In the centre field of baequirement is
a full description. Additionally, the origin of &quirement is noted here, if the requirements reierdependent
or derive from requirements of deliverable D.1.hefiefore the requirements of deliverable D.1.1céesl here.
Most of the requirements of D.1.1 are not relevfanthe CIM level language because they refer thfferent

MDA-level or to the functionality of tools which doot influence the VIDE CIM level language directlyhe

relevant requirements of D.1.1 for the evaluatibthe CIM level languages are:

Requirement Number Name Priority
REQ — NonFunc 1 Accessibility at the CIM level SHW)
REQ — NonFunc 2 CIM level collaboration MAY
REQ — NonFunc/Semantics 4 Clear and unambiguowadiont SHOULD
REQ — NonFunc 6 Appropriate textual/graphical litge SHOULD
REQ — NonFunc 9 Scalability of proposed solution MU
REQ — User 1 Flexibility and interoperability of WE language SHOULD
and tools

REQ — Lang 4 Compliance with Standards SHOULD
REQ — Lang 7 Language for CIM, PIM, PSM modelling H@JLD
REQ — Tool 9 CIM modelling standards MAY

Table 1: CIM level language requirementsof D.1.1

These relevant requirements are extended and furégfined into the following 13 requirements. The
requirements have been gathered within the VIDEsgedium among scientific and industry partners,hwit
respect to the description of work and the expergsdlt of the project.

CIM REQ: 1 REQ stakeholder: CIM User MAY|SHOULD|MUST

The language must be able to describe business processes from a business user’s point of view. In
order to check this requirement it is refined into sub-criteria: The language must:

Allow the description of business processes, which means it should at least:

* be able to describe activities,

e the control flow between them,

e branches and joins in the control flow

< and data objects that are used within the process, as VIDE is especially aiming at
data-intense business applications.

« allow the modelling of business processes seamlessly, including manual activities

e use familiar and standardised notation, if possible

< allow the modelling of business process without technical details (as method calls or

detailed data types), as the user group of the CIM level language is not familiar with these
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concepts.

Related requirement IDs: REQ — NonFunc 1

CIM REQ:2 REQ stakeholder: CIM User MAY|SHOULD|MUST

The language should allow users to describe their business goals or business rules.

Related requirement IDs: REQ — NonFunc 1

CIM REQ: 3 REQ stakeholder: CIM User MAY [SHOULD|MUST

The language may use terms or primitives which are familiar to business users, such as “activity”

instead of terms like “method”.

Related requirement IDs: REQ — NonFunc 1

CIM REQ: 4 REQ stakeholder: CIM User MAY|SHOULD|MUST

The language should be intuitive, which means that the notation can be learned within a relatively
short time-scale. If the notation is intuitive this would reduce the learning time. Therefore known

standards and notations can reduce the learning time.

Related requirement IDs: CIM REQ 5,

CIM REQ: 5 REQ stakeholder: CIM User MAY|SHOULD|MUST

The CIM level language may be compliant to well-known standards, if at all possible.

Related requirement IDs: REQ — Lang 4, CIM REQ 4

CIM REQ: 6 REQ stakeholder: CIM User MAY|SHOULD|MUST

Graphical notations are the state-of-the-art and widely spread in CIM modelling as languages like
the UML and frameworks like ARIS shows. Therefore the VIDE CIM level language must have a

graphical notation.

Related requirement IDs: REQ — NonFunc 6 , CIM REQ 7,

CIM REQ: 7 REQ stakeholder: technical MAY|SHOULD|MUST

The successful modelling languages such as UML are supported by graphical modelling tools.
Without tool support the larger models cannot be handled, modelled in groups nor be reused.

Therefore the support of the VIDE CIM level language by a graphical modelling tool is required.

Related requirement IDs: REQ — NonFunc 2,
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CIM REQ: 8 REQ stakeholder: technical MAY|SHOULD|MUST

The integratability into other BPM tools is desirable in order to create a vendor independent

solution. The integratability is facilitated by the use of standards.

Related requirement IDs: REQ — NonFunc 2, REQ-Use r1, CIMREQS5

CIM REQ: 9 REQ stakeholder: technical MAY|SHOULD|MUST

The description of the syntax and semantics should be done formally in order to avoid ambiguities

of the VIDE CIM level language.

Related requirement IDs: REQ — NonFunc/Semantics 4

CIM REQ: 10 REQ stakeholder: technical MAY|SHOULD|MUST

The modelling language should be able to handle complex models for larger business processes

and scenarios.

Related requirement IDs: REQ — NonFunc 9

CIM REQ: 11 REQ stakeholder: VIDE architecture MAY|SHOULD|MUST

As stated in the description of work the VIDE CIM level language must be able to support the

description of workflows.

Related requirement IDs:

CIM REQ: 12 REQ stakeholder: VIDE architecture MAY|SHOULD|MUST

In order to fit in the MDA-approach for VIDE the CIM language must contain information that is

transformable into the underlying PIM level.

Related requirement IDs:

CIM REQ: 13 REQ stakeholder: user MAY|SHOULD|MUST

In order to manage different types of information the CIM language should be structured, which
enhances the readability and speeds up the understanding of models by users. Therefore different

views like in the ARIS framework can be introduced.

Related requirement IDs:

The D.1.1 requirements “REQ — Lang 7” and “REQ -olT®' are related to the use of the languages BRixid
BPMN. They can not directly been seen as languadependent like the other requirements. Therefoté b
languages are in the set of evaluated languages.
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2.3 Evaluation of business process modelling and execution languages

In this section existing business process modeléind execution languages are evaluated accordirteto
requirements that are depicted in the section adoverder to be able to compare different langsabe major
aspects of each language are described. An evalusthema is presented in order to facilitate tmepgarability
and the overview of the different languages.

2.3.1 Evaluation Schema

The evaluation schema consists of 12 sectionsaNlsections have to be used for all languageg, € there is
no defined metamodel the corresponding sectiontdtascribe one.

Language Name: This keyword contains the official name of the laage.
Acronym: This keyword contains the official acronym of th@duage.
Specification document(s): This section contains the specification documehteelanguage.

Specifying organisation: This section containmame of the standardization organisation that §pscthe
language, e. g. the OMG.

Evaluated version(s): In order to be aware of version specific issuas @mnges the version of the evaluated
language is stated here.

Focus of the language: This section describes for which purpose the laggus designed and typically used,
e.g. a language can be designed as exchange féomatorkflow descriptions between several workflow
management systems.

Description of the language and its model elements: This section describes the modelling languageudticg
its elements, the way they are used and what $skeeiantics are.

Metamodel: As one of the purposes of WP 7 is to design auagg and define a metamodel for it, the
metamodels of existing language specifications dga@scribed here. This section is not available feerg
language because some languages do not have metardetined.

Modelling Example: This section provides modelling examples in thaleéated language, which contain the
most important structures and elements of the lagguThe purpose of this section is to recogniatufes and
the use of the languages other than on the meth lev

Part of Framework: Some languages are part of a framework and hapeeial role in this framework, e. g.
the Event-Driven-Process-Chain (EPC) is part of ARES frame work and serves as an integration niiogel
language for the different views of the framewofkerefore this section describes the role of thaluated
modelling language in the framework, if the langaiggpart of a framework.

Supporting software tools: In order to get an overview of available tools ahd features they provide a
selection of the major software tools supporting inguage are stated here. This list can be Hdipfithe
implementation of the prototype (WP 9), as it fil@iks to choose the set features that the pragosih support.

Evaluation: In this section the evaluation of the modellingdaage is done. The evaluation is based on the

requirements stated in section 2.2 and indicateshwvparts and concepts of the evaluated languagiebei
considered in the development of the VIDE CIM lefegiguage.

2.3.2 Language evaluation

2.3.2.1 Event driven Process Chain

Acronym:
EPC/eEPC

Specification document(s):
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Keller, G.; Nuttgens, M.; Scheer, A.-W.: SemantescRrozessmodellierung auf der Grundlage "ereignis-
gesteuerter Prozessketten (EPK)". In: Veroffentlien des Instituts fiir Wirtschaftsinformatik, N,
Universitat des Saarlandes, Saarbriicken, 1992.

Specifying or ganisation:
The EPC has been developed in a research projeetldothe Institute for Information Systems and SRAkere
is no organisation specifying the language.

Evaluated Version(s):
There is no versioning available for the EPC.

Focus of the language:

The EPC has been developed for the descriptiomgifibss processes on the conceptual level. Therifigrnot
focused only on application development. Furtheariblis a multi-purpose language, which is alsodufse
visualisation, analysis and optimization of buss@socesses from an organisational perspective.taiget
group of this language are mainly business usarsjths also used for the requirements analysiasphin
software development projects.

Description of the language and its model elements:

The EPC describes business processes by the adermfating functions and events, similar to Pegtis with
transitions and places. Functions describe busiaetbgties and events passive states. The evewtdumctions
are linked to each other by edges, which deschieecbntrol flow of the business process. The coriloav
functions and events can only be connected to ethehr. Every function and event may not have moaa bne
ingoing and one outgoing edge. In order to spld gin the control flow operators with the occurea OR,
XOR and AND can be used after functions and evertts. OR connector has the meaning of “inclusive or”
which means that one or more or even all of theesssor elements can be triggered. The XOR connewans
“exclusive or”, which allows exactly one successl@ment to be triggered. The AND split triggerssaltcessor
elements and parallelizes the control flow. Alletartypes of connectors can be used as split anjdiras
connectors as well. They can be used at any plaE®C, except the OR- and XOR-Operators must noisbd
after events. The last remaining element, thatccda connected via the control flow are processriates,
which can be applied at the end and the beginnitagqn &PC to connect two EPCs from different models.
The process interface has the semantic of a referehich points from the end of one process tdoeginning
of another one. Therefore large process modelsbeasplit into different parts which have a differdéocus.
Additionally a function in an EPC can be refined dynore detailed EPC. Therefore a hierarchy ofrassi
processes from high level overview processes tg detailed business processes can be created eFudte
resources which are the input or output of functioan be modelled. Therefore a resource, like gansational
unit, is annotated to the function in which itisolved.

M etamodel:

In the EPC meta-model, which is constructed as mtityERelationship-Model (ERM) [Ch76], the four meld
elements “function”, “event”, “operator” and “pra=® interface” are generalised as “process elemdar&.
connection between these four model elements aresented by the “Predecessor-Successor-Relanghi
problem of the generalisation to the “process efdgfnend its recursive relationship are multipliegi of this
relationship which should define which connectiofshese model elements are permitted. This prol@ambe
solved by determining the multiplicities for eaamtination of predecessor and successor, e.duifiction is
followed by an event the multiplicities of the peegssor are (0,1) and the multiplicities of thecessor are

(0,1), too. The multiplicities of all possible casae shown in Table 1.

-15-
© Copyright by VIDE Consortium



FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

Relation Type

Prédecesso
Successor-
Rel.

Ressource predecessing

structure

subordinated

ordinated

sucessing

(On)|  Ressource Process element

(1.n)

oR- 0,1)
Ressource-
Rel.

(1.1

PE
is part of
Process

Ressource-
Rel.
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Process (0,n)
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Figure 2: Meta-M odel of the eEPC

The next important meta-model element is the ,pseteEvery process element is part of exactly ormmegss
and each process consists of one or more procesgerls. The construct “process” can be used tdecrea
hierarchies of process models. Therefore a fundtiatetailed by a sub-process. This refining ofctions with
sub-processes can be done for an unlimited nunfldevels. This issue is represented in the metaahby the
relation “process affiliation” between a functiondaa process. This allows that one process cahentfined to
many functions. A function can either not be refiror be refined by exactly one process, becauadtfction
was refined by more than one process the executfotihe function would be ambiguous. The unlimited
hierarchy levels of function affiliations are pdssi because of the generalisation of the funct@mmprocess
element which is part of a process. So every sobgss consists of process elements. These eleomritsalso

be functions which are refined by another sub mece

(0.1)

(0.n)

Type of Relation Process

Table 2: Multiplicities of the Predecessor/Successor -Relationship, similar to [Be02]

Predecessor Successor Multipli city Multiplicity

Predecessor Successor
Event Function (0,1) (0,1)
Event Event (0,0 (0,0)
Event AND-Operator (0,1) (0,n)
Event (X)OR-Operator (0.1) (O,n)
Function/P.1. Event (0,2) (0,2)
Function/P.1. Function (0,0) (0,0)
Function/P.I. AND-Operator (0,1) (0,n)
Function/P.I. (X)OR-Operator (0,1) (0,n)
AND-Operator Event (O,n) (0,2)
AND-Operator Function (0,n) (0,1)
AND-Operator AND-Operator (0,n) (O,n)
AND-Operator (X)OR-Operator (0,n) (O,n)
(X)OR-Operator Event (0,n) 0.1)
(X)OR-Operator Function (0,n) (0,1)
(X)OR-Operator AND-Operator (0,n) (0,n)
(X)OR-Operator | (X)OR-Operator (0,n) (O,n)
Starting Event | Process Interface (0,1) (1,1
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Process Interface End Event (1,2) (0,2)
Event Process Module (0.1) (0,1)
Function Process Module (0,0) (0,0
AND-Operator Process Module (0,0) (0,0
(X)OR-Operator | Process Module (0,0) (0,0
Process Module Event (0,2) (0,2)
Process Module Function (0,0) (0,0)
Process Module AND-Operator (0,0) (0,0)
Process Module (X)OR-Operator (0,0) (0,0)

The last important characteristic of the modelllagguage EPC are resources, which can be annadiated
functions. Resourcédike organisational units, application systemslocuments have its resource specific type
relation to a function. For instance, an organisatl unit can have the type of relation “is resylalesfor”,
which is not allowed for a document. So the metal@h@ontains a relationship between the type attieh and
the resource, which determines which type of refatio a function is possible for what resource. oke
resource can have more than one type of relatioghosme type of relation can be suitable for morenthae
resource, the relationship between a resource &macton is specified by a combination of the iase and its
type of relation. Therefore, in the ER-Meta-Modw® telationship “ToR-Resource-Rel.” is redefinedioentity
type and creates a triple relationship with thetgype “function” and the entity type “resourceSo the exact
type of the relation for each connection of a reseuo a function is specified. Additional resowa@an be
related to each other, e.g. one organisational aanit have the relationship of the type “reportsttw’another
organisational unit. This is taken into accounttlmy relationship “Resource Structure”, which alsdudes the
“type of relation”.

Modelling Example:

The example process which is expressed in the ER@G@e model is a warehouse process. The following
paragraph summarises this process: “After the dgfihas been arrived, the invoice is verified by dlccounting
control using the accounting control system. If itivoice entries are not correct, the delivery il sent back

to sender or supplier. The result of this invoideeek is stored in the accounting control systemthmsy
accounting control. Afterwards for each good thestmiadata, which are stored in the warehouse mamage
system, are checked on correctness by the warehmasegement. If necessary, incorrect data into the
warehouse management system are modified or newadatcreated by the warehouse management irtéipis s
Then the goods are moved to the storages and thehaizse management adds the goods to the lisbi st
goods, which is saved in the warehouse managerysteins’. Figure 3 represents this process as EPC:

! There is no common understanding, which resowraase annotated to function in the EPC. An impoassf
the variety of resources gives the ARIS-Toolsethaf IDS Scheer AG, which provides in its currerdease
(7.01) 115 resource occurrences.
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Figure 3: EPC modelling example

Part of Framework:
The EPC is the core modelling language of the ARRd&ework (c.f. deliverable D.1.1) at the conceptasel.

One of the major concepts of ARIS is the decomosibf enterprise models into five different viewihe
different views are reunited in the control viewheTEPC realises that integration of different viemith the
annotated resources. These resources are patesfvaéws, e.g. the organisational unit in the E®P@art of the
organisational view.

Supporting softwar e tools:
ARIS Business Architect (IDS Scheer AG), VISIO (Misoft), EPC-Tools (Open Source) and other.
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Evaluation:

The EPC is designed in order to model businessegras. It is able to describe activities and a texgontrol
flow between them. Therefore it satisfies CIM RE(@B1t the EPC is not able to explicitly represensBess
Rules. Business Goals can be included into eEPCIf0The requirements 3 and 4 are fulfilled. ER&s
frequently used for modelling of domain specific dats, such as the reference model for industriginass
processes by Scheer [Sche94]. Requirement 5 idyniaBilled as EPCs can be stated as quasi st@hdarthey
are supported by a large variety of tools and speeser many industries. But they are not standaddisy a
standardization organisation. As the modelling eplenabove shows EPCs have a graphical notatiorhane a
broad tool support. Therefore requirement 6 antetatally fulfilled. Requirement 8 is fulfilled asell, as there
are several exchange formats for EPCs like the ARaEk-up Language AML [MeNi04] and the EPC Mark-up
Language EPML [MeN{06]. The metamodel above shdves EPCs have a partly defined syntax. But as
authors like Kindler claim the semantics of EPCxpegially of the OR-connector, is ambiguous [Kind06
Therefore requirement 9 is only partly fulfilledxdmples like [Sche94] show that EPCs can be usethfge
and complex models. But the need to use an evntafery function decreases the ability to represemplex
processes a little, because some events are tivihtlo not represent new information, e.g. thetetiavoice is
checked” which follows the function “check invoiceConcerning requirement 11 EPCs are not designed t
represent executable workflows, therefore this ireguent is not fulfiled. But EPC represent mostthé
information that are needed on CIM level in ordebé used in an MDA-approach, which means requineiti2

is mostly fulfilled. A big advantage of EPCs isithese in the ARIS framework. The EPC is the onrglaated
language which is able to integrate model elemfrota different views, such as data objects or cigmional
units. The evaluation of EPCs is summed up in ¢tfiewing table:

Table 3; Evaluation of EPC?

CIM REQ | Fulfilled ? [ CIM REQ [ Fulfilled ?

1 4 8 v
2 X 9 s
3 v 10 v
4 v 11 X
5 @) 12 s
6 v 13 v
7 4

2.3.2.2 Business Process M odeling Notation

Acronym:
BPMN

Specification document(s):
OMG Final Adopted Specification, http://www.omg.fdgcs/dtc/06-02-01.pdf

Specifying organisation:
The standardisation was initially done by Busiresscess Management InitiativBRM ). Since June 2005 the
Object Management GrouPM G) is responsible for BPMN.

Evaluated version(s):
BPMN 1.0, OMG Final Adopted Specificatior” 6ebruary 2006

Focus of the language:

The BPMN has been designed for business processliingd In contrast to the EPC BPMN is not regagdin
issues, that are only enriching the business psodescription, such as organisational structuresrasources,
data and information models, strategy or busineks {OMGO06]. As the language is designed as atinoté
focuses especially the visualisation of businesxgsses. A model which is designed in BPMN is dade
Business Process Diagram (BPD).

Description of the language and its model elements:

2The symbol‘/ means the requirement is fulfilled,/x means the requirement is mostly fulfilled withryéittle

restrictions, ¥) the requirement is not fulfilled however thereaissery small functionality available ar
means the requirement is not fulfilled.
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A BPD can be understood as a graph which usestagiand annotated objects as nodes and the fiaween
them as edges. The language elements of BPMN cdistieguished into four groups: flow objects, ceating
objects, swim lanes and artefacts [Whit04].

The flow objects consist of events, activities gatleways. Activities represent business relateidracthat are
carried out in the regarded business process. aeye subdivided into atomic and compound actitemic
activities consist of a single action, whilst corapd activities represent a sub-process. A sub-gsocan either
be collapsed or expanded, which indicates if tleamehts of sub-process are hidden. BPDs are startéd
terminated with events. An event can either bead,sin intermediate or an end event. These evamdave
triggers and may cause in a result. Triggers camessages, a timer, an error, the cancellation miaess,
compensation, a rule, a link or multiple of thggeérs mentioned before. Figure 4 gives an overarhe types

of events.
Timer

Error
Cancel

Compensation

Rule
Link @
Multiple @

Terminate

B®OOOPEROO

@®® BOX®OG

Figure 4: Event types of BPMN

Gateways are used to fork and join the flow in @BPhey can be based on data or events. The sanarita
gateway both for fork and join can be exclusiveisien between alternative paths (XOR), an inclusieeision
(OR), a complex condition (e.g. 3 out of 5) or adAsemantic.

These flow objects are linked by connecting objettsey consist of thesequence flowmessage flovand
associationsThe sequence flow determines the execution seguehthe activities from a start event through
multiple activities or gateways to an end eventmassage flow is used to exchange information betwee
different participants of a process. The conceptstiie representation of participants are introdulzer.
Associations are used to associate artefacts w fibjects, e. g. an association is used to annaate
compensation activity which is out of the normahiol flow to the activities it compensates.

Swim lanes are a mean to classify activities inftexent categories. They can be used to assigrites to
organisational units. Therefore two concepts exiebls andlanes A pool can represent a participant, e. g. a
company, in a process. It is a container that ggahp participant’s activities. These pools casttedivided by
lanes. A lane for instance can represent depargerat company which is represented as a pool. ¢esBows
can only exists between different pools.

These basic elements are extended by artefactsmbhecommon used artefacts deta objectsData objects
are linked to activities which can use them as inpieate them as output or both. In order to ersigbgparts of
the business process that are relatgdups can be used. Groups do not have any influenceherptocess
sequence, they just support analysis purposesmiasimean are@nnotations They can be linked to all other
language elements and provide comments, which $enanalysis purposes.

An additional model element atensactions A compound activity, representing a sub-procean,be marked
as transaction, which means it is either carrigdcompletely or not at all.

M etamode!:
BPMN is specified in textual way. Therefore thes&d metamodel available.

Modelling Example:

The example is based on the warehouse scenarioilibsin D.1.1. Two parties, which are represeriigch

pool, are involved in the process. The supplieivded goods to the manufacturer. The manufactgdirst

checking the invoice. If it contains any errors thdivered goods are returned to the supplier.niyn @ase the
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result of the invoice check is stored. This is ddmyethe department “accounting control” as the svame
indicates. The second department involved is tharé&wouse management”. This unit checks the maatarad
each good for correctness and corrects them ifssacg. Then the goods are moved to their storaaegpland
added to the inventory lists.

E Deliver
g ordered
& goods
° Check Store result
g invoice of invoice
3 check
=) ‘
£
= i
8 AN Send
5 2 Invoice delivery
5 back
o
A
> -—
% master data Move good "t'\ggtg?:des
5 for each to storage orag
list
= gooa
(]
(%]
3
5 Create/
c Modify
= maser data

Figure5: BPMN M odelling Example

Part of Framework:
BPMN is not part of a larger framework.

Supporting softwar e tools:

Together (Borland), ARIS Business Architect (IDSh&er), WBI Modeler (IBM). Further 42 BPMN
Implementors and Quotes are listed under http://viopmn.org/BPMN_Supporters.htm.

Evaluation:

BPMN is able to serve as a graphical representatiarther language, that don’t have an own notasioch as
BPEL and XPDL. BPMN is able to describe activiteesd a complex control flow between them. Therefore
satisfies CIM REQ 1. But BPMN is not able to regrsexplicitly Business Rules or Business Goalse Th
requirements 3 and 4 are fulfilled because BPMRNved| users to integrate labels they are familiahwito the
models and it doesn’t have too many or complex iodeelements, which are required in order to tzea
simple models. BPMN is standardised by the OMGrettoee requirement 5 is fulfilled. BPMN is a gragéli
notation and it is supported by various modelliogls. As BPMN is only a graphical notation its gntatability
into other tools (requirement 8) depends on itsuxrepresentation. Therefore this requirememinly partly
fulfilled. The definition of BPMN is done in natdreanguage and with modelling examples, but ther@d
sound metamodel. BPMN can be used for large modelsseveral examples like [KoLiO7], [BFS0Q] or
[OMGO06] show. BPMN 1.1 is able to represent XPDIO,2which is explicitly a language for workflow
description. Therefore BPMN fulfils requirement BPMN can be used in a MDA-approach but information
like data structures are not regarded in BPMN. BPMNot designed to handle different view it isyonl
focussing on processes. The evaluation of BPMNimsrsed up in the following table:

-21-
© Copyright by VIDE Consortium



FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

Table 4; Evaluation of BPMN

CIM REQ | Fulfilled ? | CIM REQ | Fulfilled ?

1 4 8 e
2 X 9 X)
3 v 10 v
4 J 11 ¢
5 v 12 s
6 4 13 X
7 4

2.3.2.3 Labelled Transition System Analyser

Acronym:

LTSA

Specification document(s):
Information about using LTSA can be found in thebof Jeff Magee & Jeff Kramer: “Concurrency: State
Models and Java Programs”.

Specifying organisation:
The LTSA has been developed by Jeff Magee, Jefimiéra Robert Chatley and Sebastian Uchitel at The
Department of Computing at Imperial College Londbhere is no organisation specifying the language.

Evaluated Version(s):
The latest stable version is from November 2, 2Q085A-WS Eclipse Plug-in is available, and its emtr
version is 09/10/2006 v0.5.1.

Focus of the language:

LTSA is a verification tool for design-level softmeaanalysis of concurrent systems. It mechaniadibcks that
the specification of a concurrent system satisfies properties required of its behaviour. In additiLTSA
supports specification animation to facilitate matgive exploration of system behaviour.

Description of the language its model elements:

A system in LTSA is modelled as a set of interagfinite state machines. The properties requirethbysystem
are also modelled as state machines. LTSA supfantspositional Reachability Analysis (CRA) of a sadte
system based on its hierarchical structure. CRAementally computes and abstracts the behaviour of
composite components using the architecture ofstistem as a guide to perform the composition [GKC99
More formally, each component of a specificatiordéscribed as a Labelled Transition System (LT ®)ickv
contains all the states a component may reach #nthea transitions it may perform. However, exglici
description of an LTS in terms of its states, dediaiion labels and transition relation is cumbersdor other
than small systems. Consequently, LTSA supportegss algebra notation as the input language Fittite
State Processes (FSP) which uses LTS semantics ceficise description of component behaviour. Toad t
allows the LTS corresponding to a FSP specificationbe viewed graphically aiding both design and
verification of system models.

M etamode!:

Systems are structured as sets of simple actiiiasare represented as sequential processesesBromdels
are described graphically using state machines Ylan8 textually as finite state processes (FSR); #re then
displayed and analysed by the LTSA analysis tobksE finite state machines transit from state atesby
executing a sequence of atomic actions. Using LhIsSis modelled in the following way:

« States are represented by circles usually withrabeu or letter inside (in the LTSA notation
convention a red circle with the number O is thertsstate, the consecutive states are blue
circles).

* Actions are represented by labels above arrowsnlinktates where a transition takes place
(the last action, if there exists one, is highleghin red).

There can be many actions starting from one statause actions can be concurrent. Recursive adtias
point from a state to itself, as well as throughumber of intermediate states, are possible. Theitons for
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choosing the next transition to a state (if theeeraultiple to choose from) can be specified in BSR guarded
action.

The intention of LTSA is to implement the modelf@cesses as threads in Java.

Modelling Example:

The following example is a model described usirgjae machine of a simple ATM for cash withdrawalse
graphical form of the state machine follows the élddl Transition Systems notation. The analyzedqss is
described in more detail here:

“Using an ATM, bank customers can access their mgdounts in order to make cash withdrawals. Is thi
simplified example only that transaction is avd#abThe ATM is switched on and awaiting customer
interaction. When a customer wants to use the macli credit card is required. It must be insent¢d the
machine and the correct PIN must be entered. Iétitered PIN is incorrect the transaction cannatinae and
the PIN must be entered again. After an unspecifigiber of failed PIN verifications access is ddraad the
card is retained by the machine (the number of\adtbPIN errors can be specified in the textual E8m). The
ATM then goes back to its default state. A sucadd3fN verification permits cash withdrawal. Thartsaction
ends and the card is returned to the customerAThé is ready to perform another transaction.”

The example process which is expressed in the ER@G@e model is a warehouse process. The following
figure summarises this process:

ATM example

card retained card inserted PIN entered cash withdrawal

PIN rejected

access denied card returned

Figure 6: LTS modelling example

Part of Framework:
The LTSA is not part of any larger framework. Theltitself is based on Java SceneBeans Framewaidhvig
an animation framework for Java [SBF].

Supporting softwar e tools:
LTSA-Message Sequence Charts (MSC) Analyser [METEA-Web Service (WS) [LWS].

Evaluation:

LTSA describes states and transitions between tidey can mostly model business processes andtiteot
flow between them as transitions. LTSAs do not suppusiness Rules or Business goals as model etsme
They use of the language is not intuitive for basgpeople and they are more difficult to learm tleas formal
languages. LTSAs are defined but not a standarely Fiave a graphical notation as shown in the exampbve,
but only some modelling tools support them. Therend standardised exchange format for LTSA between
different tools. The specification of LTSA is natree formally by metamodel. With regard to compleadels
LTSA can be rather sophisticated especially ifrgdanumber of branches have to be considered. LiES¥t
designed to describe workflows. It can be used tv I@vel but is not really intuitive for businessers and
does not contain all relevant information for thieation of PIMs because all aspects about datauicipants
are not depicted by LTSAs. They don'’t support thtegration of different modelling views. The evalaa of
LTSAs is summed up in the following table:
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Table 5: Evaluation of LTSA

CIM REQ | Fulfilled ? | CIM REQ | Fulfilled ?

1 s 8 X
2 X 9 X)
3 X) 10 X
4 %) 11 X
5 3 12 Ra
6 4 13 X
7 )

2.3.24 UML Activity Diagram

Acronym:

UML AD

Specification document(s):
OMG (Ed.): Unified Modeling Language: Superstruetwersion 2.0, August 2005

Specifying organisation:
Object Management Group (OMG)

Evaluated version(s):
UML 2.0

Focus of the language:

Activity diagrams enable the description of varidasds of processes. They are used for differeahglarity
levels in modelling, e. g. documentation of businedgorithmic or technical based processes. Theyotien
applied on the conceptual level of software dewelept. Their focus is the sequence and conditioms fo
coordinating lower-level behaviours, rather thanchtctlassifiers own those behaviours.

Description of the language and its model elements:

The Activity Diagram (AD) is a behavioural diagramhose semantics are based on Petri net princifiles.
represents actions, which are linked by control @inject flows in a net structure. Every diagranmtstavith one
ore more initial or control nodes. There are thieels of nodes: action nodes, object nodes andaambdes as
well as two kinds of flows: control flows and objdtows. A token contains an object, datum, or baf
control, and is presented in the activity diagrara particular node. Each token is distinct fromy ather, even
if it contains the same value.

The nodes are connected to each other by edgesh wdpresents the control flow of the process.dkctiodes
describe an action, which is the elementary compboéthe AD. An action may have sets of incomimgl a
outgoing activity edges that specify control flondadata flow from and to other nodes. Object nquteside
and accept objects and data as they flow in andbirivoked behaviours, and may act as bufferdectihg
tokens as they wait to move downstream.

Object flows are used for sequencing data prodbgedne node that is used by other nodes and cdiftkes
are applied for sequencing the execution of nodes.

The different control nodes describe the logicalattire of the business process:

1. The initial node may used as starting point ofabtvity diagram

2. Adecision node is a control node that choosesdmtvoutgoing flows. It must have a single activity
edge entering it, and one or more edges leavifighié.edges coming in and out of a decision nodd¢ mus
be either all object flows or all control flows.

3. The merge nodes bring together multiple alternates and are not used to synchronize concurrent
flows but to accept one among several alternatestflét must have two or more edges entering itand
single activity edge leaving it.

The functionality of merge nodes and decision na@dgsbe combined by using the same diamond-
shaped node symbol. The edges coming into andf@ufark node must be either all object flows dr al
control flows.

4. Join nodes are introduced to support parallelisactivity. It must have one or more activity edges
entering it, and only one edge leaving it.
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5. Fork nodes split a flow into multiple concurreriuis. It has one incoming edge and multiple outgoing
edges. The edges coming into and out of a fork maast be either all object flows or all controlis.
The functionality of join nodes and fork nodes t@&combined by using the same node symbol
6. The activity “final node” is a final node that stall flows in an activity. Whereas a flow finalstieys
all tokens that arrive at it and has no effect ireoflows in the activity.
The Activity diagram also provides the modellingwarious kinds of actions, e.g. the “Accept evetttom”,
“Send Signal Action” or the “Raise Exception ActioAccept event actions, handle event occurrenetsoted
by the object owning the behaviour. Send Signaldkcis an action that creates a signal instanaa fits inputs,
and transmits it to the target object, where it mayse the firing of a state machine transitiotherexecution of
an activity. Actions can be initiated at a specifate. This wait time action is notated with anhglass. Raise
Exception Action is an action that causes an exzepbd occur (with a “lightning bolt” symbol).
To constrain and show a view of the contained nodedes and edges are divided into partitions, kvbiten
correspond to organisational units into a busimasdgel (see example below). They are representesiviy
lane notations.
Modelling an activity diagram means that the usaation and activity notation is optional. A textuatation
may be employed instead.

C) Action node D
Object node Z> Accept event action

Send signal action

Control flow Accept time event action

LD Exception type

—— > Object flow

Inital node

Join node:
and

®
Fork node:
ﬁ and Control nodes
®

Decision/Merge node:
xor/or

Activity final
node

@ Flow final

Figure7: Constructsof UML AD

M etamode!:

The figure below shows a part of the metamodelAfctivity diagrams. It has been created by abstngctind
combining miscellaneous activities and modellingeneénts defined in the UML 2.0 Superstructure
Specification. It represents the most importantametdel elements, which means activities, flowseadtsj and
control nodes.

Activity groups are a generic grouping constructrfodes and edges. Nodes and edges can belongéatman
one group. Those groups have no inherent semaatidscan be used for various purposes. Subclasses of
Activity Groups may add semantics.

An activity node is an abstract class for the st&fpan activity. It covers executable nodes, cdmaxres and
object nodes. (BasicActivities) Nodes can be remaldn generalisation and (CompleteActivities) batamed in
interruptible regions.
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Activity Edges are an abstract class for the cotimes along which tokens flow between activity ned€hey
cover control and data flow edges. Activity edgas control token flow.
Activity partitions are introduced to support thesignment of domain-specific information to noded adges.

super Partition

S

Activity Group Q— Activity Partition subgroup
activity node contents
N—or
activity
0..1 0..1 . *
group in Group| . . edge
o "target incoming *
Basic Activiies: |, activity node Activity Node Activity Edge K
Activity " source outgoing *
0.1
Control Flow Object Flow
Executable Node Object Node Control Node
Action ZF |
0.* Action
Initial Node Final Node Merge Node Fork Node
Decision Node Join Node
Activity Final

Node Flow Final Node

Figure8: UML AD M etamodel

According to: Bordbar, Behzad and StaikopoulosaAtisios: On Behavioural Model Transformation in Web
Services. In: Wang, Shan (Ed.): Conceptual ModdiimgAdvanced Application Domains. Lecture Notes in
Computer Science no. 3289, Springer, Berlin, p.-6678 (670).

For more introduction information and semantic feavork see the “Action” (p. 215 — 227) and “Activity
(p- 288 — 299) metaclasses provided in the spatific of the OMG. There you will find metaclasses f
following packages:

Package Basic Actions:

* Basic actions

» Basic pins

* Basic invocation actions
Package Intermediate Actions:

* Intermediate invocation actions

* Object actions

e  Structural Feature Actions

* Link identification

e Read link actions

*  Write link actions

» Miscellaneous actions
Package Complete Actions:

» Accept event actions

» Object actions (Complete actions)

Package Fundamental Activities:
* Fundamental nodes
* Fundamental groups
Package Basic Activities:
* Nodes (Basic Activities)
* Flows
* Elements
Package Intermediate Activities
» Object nodes (Intermediate Activities)
e Control nodes (Intermediate Activities)
» Partitions
* Flows (Intermediate Activities)
Package Complete Activities:
* Elements (Complete Activities)
e Constraints (Complete Activities)
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e Link identifications (Complete * Flows (Complete Activities)
actions) » Object nodes (Complete Activities)
» Read link actions (Complete actions) » Control pins
»  Write link actions (Complete actions » Data stores
Package Structured Actions: e Parameter sets
» Variable actions » Control nodes (Complete Activities)
* Raise exception actions e Interruptible regions

» Action inputin

Package Structured Activities:

Structured nodes

Package Complete Structured Activities:

Structured nodes Structured

Activities)

(Complete

Package Extra Structured Activities:

Modelling Example:

Exceptions
Expansion regions

For comparison reasons, the same warehouse prasésshapter 2.3.2.1 is presented in followingageaiphs

including some additional modifications:

« When trying to store the result into the accountiogtrol system a bug occurs and the data

cannot be stored

< If the invoice entries are not correct, not onlg tielivery is sent back, but a complaint letter is

sent to the supplier as well.
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AD Warehouse Management

Accounting Control Warehouse Management

Check invoice

Invoice

Data correct ?

[yes] [no]

Send back Write & send letter
——
Store result @

| Result cannot be stored

Check master data

Invoice

Data correct ?

[yes] [no]

(Create/Modify Masterdata)

Move to store Add to list

List of stored goods

Figure9: UML AD modelling example

Part of Framework:
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The activity diagrams are part of the UML Framewdrke UML is an internationally standardised speatfon
language for object modelling. It was invented bg Object Management Group (OMG), which enhances th
language continuously. The UML includes a graphmzghtion and is not only used for software modgllibut
also for business process modelling, systems eagirgemodelling and representing organisationaicstires.

Supporting softwar e tools:
Rational Rose (IBM), VISO (Microsoft), Visual Paigah for UML (Visual Paradigm), Altov&JModel® 2007
(Altova)

Evaluation:

The activity diagram can describe business aatwitind the control flow between them. But it do&ssmpport
Business Rules. As the activities can be labellgdiders the terms of the UML AD are familiar to imess
users. It is rather easy to understand and to .Iésrthe activity diagram is part of the UML it ésdefined
standard. As the example above shows it has a igedptotation and appropriate tool support by gédavariety
of tools. Depending on the storage format, an agtdiagram can be interchanged between differeolst The
syntax of the UML AD is soundly defined by the UMbecification. It is able to handle complex modsisl
scenarios. But it does not support the descripgfoworkflows explicitly. Used in an MDA-approachettUML-
AD contains relevant information but other diagrafos example for data modelling are needed in otder
represent all relevant information of the CIM leveIML-AD does not support the integration of diffet
modelling views. The evaluation of activity diagraim summed up in the following table:

Table 6: Evaluation of UML AD

CIM REQ | Fulfilled ? [ CIM REQ [ Fulfilled ?

1 4 8 s
2 X 9 v
3 4 10 v
4 4 11 X
5 v, 12 KA
6 4 13 X
7 4

2.3.25 Unified Modelling Language Use case

Acronym:
UML Use case

Specification document(s):
There are two main specification documents whereLUldtations are defined, both of which can be aseds
from: http://www.uml.org/
» The UML infrastructure provides an architectural §doundational) basis for the UML notations.
* The UML Superstructure (currently version 2.1.1jirtks the constructs for the UML notations with
Use Cases being described in Chapter 16.

Specifying or ganisation:
Object Management Group (OMG)

Evaluated version(s):
Version 2.1.1

Focus of the language:

Use cases are an example of a scenario based eppmaequirements, in that they decompose theatlver
functionality into smaller scenarios or ‘storie€alled use cases) where the user (and their oiters with a
system) is the focus of concern. That is, each tese’ describes a particular interaction betwdwn user
(termed the actor) and the system. The use casgeisded primarily for describing these circumsemof
system usage (as interactions between the systdrmdernal users of the system), without descriliiernal
(system issues).

Although often used for both requirements and dpation purposes, use cases actually match Jatkson
definition of specification, and are better suited this purpose. This is because use cases desiribe
interactions (across a system boundary) betweeactor (or actors), and a system. This interfacéywden
problem domain, and system (or machine to be hsillackson’s definition of specification [MJ95hdeed, the
UML further suggests that use case descriptionsildhproceed such that each action of an actortelii
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meaningful response, and ‘well written’ descriptiaften exhibit ‘adjacency pair relations’, whidtr, example,
relate the actions of actors with correspondindesysresponses. Hence, an ideal usage is that eeqgiits are
described in text or with supporting models and tis& case descriptions then form the bulk of feification.

The simplicity (and accessibility) of the use casmations means that use cases are often usednwithi
requirements elicitation, since system users amstbowers can pinpoint described usages that matctio(mot
match) their reality. Indeed, the UML tends to bilve distinction between requirements and spetidicaand
thus views use cases as a vehicle for the entiyeirements phase. Furthermore, use cases are sdsofor
describing business processes where use case nube@lst business stakeholders and the tasks tlegt th
perform within the business.

It is, perhaps, worth mentioning that whilst the gsse diagram is well understood (see below) agneled, the
ideal form of the supporting use case descriptias lieen an area of much debate, with many suggs<tio
improvements and extensions having come from batdemics and practitioners. Given that the diagram
merely shows a partitioning of functionality, whilde description actually forms the specificatitnseems
sensible, here, to review some of the literaturswsh improvements and extensions.

Description of the language and its model elements:

A use case diagram comprises actors (externalmysters) and the use cases (or system functioas)hé
actors take part in. Communication between an agtdrthe use case is shown as a directed arrowtfreractor
to the use case, or undirected arrow to show Ieietivnal communication. Direct associations betwaetors
are not allowed in a use case model (though, ofsspuvould be vital to describe requirements orcesses
within the problem domain). However, it is possitdedefine a generalisation relationship betwedaraavhere
one actor is a special case of another actor.

system boundary---____
actor

B | Access
A % Records

T

v\\

the system

Academic Use/ -
bi-directional communication association use case
Figure 10: Relationshipsin use case diagrams

There are two special types of associations witlsia cases; the <<include>> relationship and thextend>>
relationship.

In brief, an <<include>> relationship is used tmiavrewriting the same behaviour several times,deanmon
behaviour is placed in <<include>> use cases. Amectsde>> relationship means that the base use case
explicitly uses the behaviour of another use cdsa specified location in the base. Hence, the slgde>>
relationship provides a means for factoring out smmly needed behaviour that may be reused withathan

use case. The included use case never stands &lgoings only instantiated as part of some largesebthat
includes it. For example, consider an online shogmite. This might have a number of use cased) asc
ordering or tracking orders, which all need to dale the user. Hence, they would ‘include’, andsthreuse a
validate user ‘use case’.

SystemBoundary

Track

rack / Place Order

> <<include>>
. / > N
. ~
. Validate User
. Customer <<include>> -
<<include>> i ////

— -

Track Order

Validate
user

Figure 11: Notationsfor <<include>> and an example usage
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In contrast, the <<extend>> association represantexception or alternative course of action in\emgy use
case, which will only occur under certain conditofor states) of the base use case. Hence, <<extemsk
cases show that some rare or (specialized) behaigonccurring because the main use case has kache
unusual condition. The extension use case mustimpleted before control is returned to the basecase.

System Boundary

<< >>
Place Order < 761@“1 Place rush order

Customet

— i <<extend>>
Ship Order __ S22 Ship Partial Orde

Warehouse Cler

Figure 12: <<extend>> example usage

Although many texts often focus on diagrams, ircpica it is the use case description that is tlueiat content

of the specification. Each use case model (therdiapshould be accompanied by a description, whietifies

the detail of the use cases. The description Wgth &nclude other important elements of a use ocasg,the pre
and post state for that entire use case, somextared so on (see below). The pre and post stétesise case
respectively define the state prior to occurrentéhe use case and state after the occurrenceeofigh case.
Modellers will write use case descriptions to mglithe detail of actions within a use case diagrahe
description is often considered more suited toesysspecification than the diagram [CAQ1]. The rea®o this

is that a modeller is able to provide details rdgay interactions among the system and its exteusats in
much more detail with the use case description aapared to the diagram. Hence, modellers are often
encouraged to provide associated descriptions sidagheir use case diagram models.

The UML gives some guidance for the structure aydut of use case descriptions and many other euttave
suggested either guidelines or templates of vargiegrees of complexity. The standard guidance as ttfe
description consists of:

e UseCaseTitle Name of the Use Case

» Actors: Those involved within the particular use case

» Context: A sentence or so, setting the scene.

e Pre-condition: For the entire use case to take place

e Main Flow of Events: Each use case step should be shown on a numbeeed li

e Alternative (or Exceptional) Flow of Events: Where each alternative is numbered according to the
step from which it deviates.

However, further guidelines, on style, structural amntent, are typically used in addition to theucture
suggested above. Empirical studies on such guiekeltl appear to suggest that the adoption of guatance
does lead to improvements in the ‘quality’ of thesulting description; typically in terms of incress
comprehension, reducing ambiguity, and so on. (@lg main differences of opinion, being, not suspryly
about which sets of guidelines perform best). Heimceonsidering exceptions (later), one such sgualelines
(the CP rules) will be described briefly.

M etamodel:

The main metamodelling package provided by the OBIGore The Core package is meant to be reused by
other OMG packages such as the UML and CWM packages UML package itself is comprised of various
packages that organise its modelling ideas intcédgategories. For instance, both thetors and UseCases in
the metamodel shown below inherit from the BasiaB#drs package. Additionally, UseCases are showreto
contained in a Classifier, which in turn inheriterh the Kernel package. Use case modelling concauts as
the extend and include relationships are also shown
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UML:CommonBehaviours::

BasicBehaviours: < UML:Classes::

BehavioredClassifier Kernel:Namespace
UML:Classes:: Zr
Kernel:
RefinableElement Classifier
Actor io_l
-~ UseCase
* 1
1 1
ExtensionPoint
*
b lud
* Extend Include
>
0..1 |
Constraint
0.1 %

UML:Classes::
Kernel:
DirectedRelationshig

UML:Classes::
Kernel::NamedElement

Figure 13: Use case modelling concepts - found in [OM GO07]

Modélling Example:

Consider the commonly cited ATM use case (also dounthe D1 delivery document). The use case deseri
interactions between an ATM user (the customer)thrdATM system. Again, the description is writtesing
guidelines (the CP rules):

ATM use case description
Preconditions:

The ATM has cash available

There is no card in ATM’s card reader.

1. Customer inserts card.

2. ATM requests Customer’s PIN.

3. Customer enters PIN.

4. System validates PIN.

5. ATM displays options: Withdraw Cash; Withdraw Caslith Receipt; Check Balance; Order
Statement; Make Deposit; Change PIN.

6. Customer selects “Withdraw Cash with Receipt”.

7. ATM displays dispensing amounts

8. Customer selects desired amount.

9. System checks balance.

10. ATM ejects card.

11. Customer takes card.

12. ATM dispenses currency.

13. Customer takes currency.

14. ATM displays “wait for receipt message”.
15. ATM prints receipt.

16. Customer takes receipt.

17. ATM displays welcome message.
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Postconditions
The ATM cashbox has less cash.
ATM notifies customer bank

Alternatives

7.1 Customer selects “other amount”.

7.2 ATM displays instruction message. (For manoélyg
7.3 Customer enters amount. (ATM goes to 8).

Exceptions
1. The card is invalid; ATM ejects card and disglayessage.

3. The PIN is wrong; ATM goes to step 2 twice mficeallow Customer to retry); on the fourth tryétains the
card and displays message.

9. Account balance invalid. ATM ejects card anclliigs message

10. ATM sounds alert (reminds customer to take )card

The use case description for the ATM has a maih (@so termed sunny day scenario) which consfsiteps 1
to 17. An alternative path is shown, which is agged with step 7 of the main path. The alternagiath simply
describes a different path in the use case that beyollowed by the external user (actor) during th
performance of the use case.

Exceptions may also occur during system use, anthbthe exceptions in the ATM use case relatésdATM
card being invalid (this to be dealt with at stgpttie PIN being incorrect (this to be dealt wittstep 3), etc.

Part of Framework:

Use case diagrams are part of the UML notation@#ter notations within the UML include class ariject
diagrams, activity diagrams, statecharts, sequdiagrams, collaboration diagrams, component diagrand
deployment diagrams. A widely recognised procesdahfor the UML notations is the Rational UnifiecoPess
(RUP). The RUP situates use cases at the centobjett oriented software development, thereby agui
(correctly) that requirements analysis is a keyetan software development, and that use casesder@n
accessible means for requirements and specificatience, many observe that derivation of systenrcttre
(e.g., class and object diagram) is informed byue case model.

Supporting softwaretools:

Many tools support the construction of UML notaiprincluding use cases. For example, Rational Rose
widely used in industry and within learning instituns (e.g. universities) for UML modelling. Oth&vols
include Together, Objecteering, MS Visio.

Evaluation:

Strengths and Weaknesses of Use Cases

A cynical view of the dominance of use cases asjairements phase approach might be that thesiu in
the UML gives them a credibility that means theadoption is assured. However, it is clear that usses do
offer some genuine advantages and that they arkliwedl by many requirements phase users. Theimmai
advantages are:

» They offer a simple and accessible approach whachbe understood by many stakeholders

* In placing the user (actor) at the centre of thenacdio, they allow users to understand their prsees
from their perspective.

In brief, our view might be characterised as onprafymatism, in that whilst we recognise their westses, we
also realise that people will use them for genu@ssons of accessibility and so on, Hence, a dersiproach,

is that rather than reject them for their flaws, atgempt to offer suggestions for improvementshigirt usage.
This can best be summarised by an extract frontenteconference paper (SQM 2006 and Software Qualit
Journal).

“Use cases [1] are now a well established and papuhethod of specification [2, 3]. Indeed, the itiieness
of the notation is typically cited as a major reasfor their large scale adoption [4]. The freedom write
descriptions that are accessible to a breadth ofliances allows greater contribution from a variedf
stakeholders, which can significantly improve tHeaiveness of validation [5, 6].

Despite such widespread usage, there are still mnauggestions that the application of use cases §rfd
particularly use case descriptions, is problem§8c Reservations about their utility tend to falto one of two
categories. There are those who consider that tb&tion itself does not provide enough power or
expressiveness to describe the nuances of spdicific®]. Typically, these authors suggest that thaation
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should either be augmented (such as with pre astiganditions) [10, 11] or supplemented (with otldexgram
types) [9]. Similarly, there are those who suggéstt lack of prescription in the application of thee case is
the problem [12, 13]. That the very freedom andresgiveness allowed by what is, in essence, atstadform
of natural language leads to problems in structarel comprehension [14, 15, 16]. The authors feat toth
categories have valid arguments. Augmentationfi¢ooriginal use case description may help to ssjwecific
issues, for example, addition of pre and post diovi can highlight dependencies amongst events 18]
However, a focus on improving the quality of ‘stard use case descriptions may be more in keepitty tive

ethos of providing an accessible notation for tequirements phases [12, 19]".

The evaluation of Use Cases is summed up in thewlg table:
Table 7: Evaluation of UML Use Cases

CIM REQ | Fuffilled ? | CIM REQ | Fulfilled ?

1 Xy 8 v
2 X 9 4
3 v 10 v
4 4 11 X
5 J 12 X)
6 4 13 X
7 4

Extensions

Guidelines and Rules

Rather than reiterate the many arguments for use gaidelines (or refer to supporting empiricadevice) the
reader is referred to two recent and related paperthe approach, both in the Software Quality daurThe
first introduces a subset of writing guidelines ahdn relates empirical work to assess the impéaauoch
guidelines, while the second (earlier paper) dbssrihe theoretical background to the productioassessment
criteria for use case descriptions.

1. Phalp, K.T., Vincent, J.V and Cox, K. (2007), Imprg the Quality of Use Case Descriptions, Special
Issue of the Software Quality Journal, to appear.

2. Phalp, K.T., Vincent, J.V and Cox, K. (2007), Asseg the Quality of Use Case Descriptions,
Accepted for the Software Quality Journal, Febr 2096

However, in order to appreciate the general approaithout recourse to such a detailed treatmémhay be
useful to outline a set of use case writing guitksi (our own CP rules), such that the reader idifarwith the
general approach taken. Hence, the following isridkom a set of lecture slides which are usedoariBemouth
to introduce the CP rules (students then use suiels in describing use cases both for individua project
work).

CP Use Case Writing Rules

CP Structure guidelines

Structure 1: Subject verb object. For example,

The operator presses the button.

Structure 2: Subject verb object prepositional pard&or example,
The system reminds the operator to save all the fifess.
Structure 3: Underline other use case names. Fongbe,

The user makes_a new equipment request

CP style guidelines

These are applicable to all sentences in the usedmscription.
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Style 1: Each sentence in the description should be on a memwbered line. Alternatives and exceptions should
be described in a section below the main descrifgind the sentence numbers should agree. For esampl

Main Flow
1. The patient record appears on the screen.
2. The doctor enters the patient's new address.

Alternative Flow
2. The doctor deletes the patient’s record.

The alternatives go below the main flow and thdessze numbers agree (2 and 2).

Style 2: All sentences are in present tense format. Thecase should describe events and actions in the here
and now, not the past or the future. Some examples:

The operator pressdhe button.
The checkout operator enteree amount.

Style 3: Avoid using adverbs and adjectivéisese add unnecessary clutter to the descriptidrgave values that
are difficult to quantify. Only use negatives iteahative and exceptional flows of evemsoid using pronouns
(e.g., he, she, it, we, their, etc.). Examples:

The doctor writes the prescription slowdverb).
The patient swallows the bl (adjective).

The patient stands next to the doctor.
He puts the prescription in his pocket (pronouns).

Who is “he™? Whose pocket is “his”? Write propemuns / names instead.
Style 4: Give explanations if necessary. Explanations shbalénclosed in brackets:

The librarian enters the borrower’s details (detadlre: name, address, phone number, library canchiner).

Style 5: There should be logical coherence throughout tisergeion. The sentence you are writing now should
refer to something in the last sentence or a pusvientence, if possible. We understand the usebester this
way.

1. The cat sits on the mat.

Thematin (2) coheres tmatin sentence (1).

Style 6: When an action occurs there should be a meaninggplonse to that actioRor example, when there is
an input there should be a response to that inpuews/here in the use case, usually immediately. friakes
sure we do not forget to respond to any actiohénuse case description.

The doctor enters the patient’s record identifioathumber.
The system displays the patient’s record.

Style 7: Underline other use case names that are includegtend the main the description.
The user makes_a new equipment request
The EDUCATOR approach and tool-set (addition of pre and post states)

We reiterate again here that one of the main benaBsociated with the use case description isithat
accessible to non-technical stakeholders of a sysfn additional and related benefit is that theadption
provides scenarios of system usage from the péivieav of the system users. Whereas such a viempsrtant
during validation, the use case description doéfier a means for considering dependencies amsegcase
steps. That is, it is not possible to explicitlysdebe neither dependencies among use case actions,
dependencies across use cases. For instance, ATMaise case outlined above, it is not clear ® itiodeller
whether step 4 is dependent on step 3, step 21stelb of them (3, 2 and 1) or none. The Educatgproach
addresses this shortcoming of use case descrigipppsoposing the augmentation of each constitata with

pre and post states as a way to facilitate reagoabout dependencies among actions. The EducatiorToo
(support tool for the Educator approach) providgspsrt for authoring descriptions that adhere ®approach,
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but more importantly, the tool provides enactatdpability to allow developers and other stakehaderstep
through the logic of the description as a meanatwlating implied behaviour.

The key argument of the Educator approach is thasidering dependencies among use case actions-(ise
case dependencies) and dependencies among adtitisrect use cases (inter-use case dependerisieg)cial
to validation of the description against stakehpleepectations. This argument is similar to thattivating
previous work on writing guidelines. For guidelindse argument is that adopting common writing sulees
enhance common understanding of the descriptioilchMcommon understanding) is crucial to validatibor
the Educator approach, the argument is again, fhatlitating reasoning about dependency issueswall
stakeholders and developers to validate the defgripy considering the ramifications of the impglieehaviour
of the description.

2.3.2.6 RoleActivity Diagrams

Acronym:
RADs

Specification document(s):
The main RAD notation is outlined in [MO95]. Otharticles where RADs are discussed include [KP9&] an
[GA98].

Specifying organisation: There is no standardization organisation that $igedRADSs.

Evaluated version(s):
Current Riva process version of notation can badounder
http://www.the-old-school.demon.co.uk/vc/venicergses.htm

Focus of the language:

Role Activity Diagrams (RADs) are widely used foodelling business processes. The central notitimaisthe
business process and its activities (either actioristeraction) are grouped into a set of inténactoles, ‘which
describe the desired behaviour of individual groups systems’. [MO92]. Role Activity Diagrams were
designed specifically to include constructs impatrted the business process modeller, whilst stilhining a
small and intuitive set of primitives. Hence, thetation includes only a few main concepts: rolegjoa,
interactions, states, case refinement (choice) @artrefinement (parallel). In addition, later vers include
notations for triggers, starting new instancesotéds, and to denote the driving role in an intacect

The notation has relatively strong semantics, beiegloped originally from Petri-nets, and whils¢y appear
somewhat flowchart like in nature, Role Activitydgrams are actually a simple state machine, witbfahe
main constructs being related to the state ofale r

For example, actions can be defined formally imtenf the pre and post states of a role, With a Ridalel of
a business process, a role has state, and oncelehendertakes an activity, it moves to the néates Similarly
interactions can act as points of synchronisatidrere the interaction is controlled by the pre staié the
interacting roles. Other authors have also usesl fthimal basis of Role Activity Diagrams to suggesire
formal versions, for example, the RolEnact notatinaps to the main RAD constructs, whilst provideag
enactable capability to enable prototyping of pssdeehaviours.

RADs afford the modeller the power to show perfano®of concurrent business processes and choicegamo
processes.

Description of the language and its model elements:
The main elements of the RAD notation are summar@sefollows:

Roles— a role defines a set of activities that helpdbieve a goal when performed together. Roles magy tma
actual organisational roles (e.g. clerk) and déesctypes or classes of behaviour. For example shi@arole
might actually be taken on by a number of differeabple at different times. Similarly, an individ§actor or
resource) might take on different roles at différimes. A role is considered to be independentthér roles,
acting in parallel, but communicates through intéoes (where interactions are the only formal paif
synchronisation). ‘A role involves a set of acie which, taken together, carry out a particuéesponsibility or
set of responsibilities’ [MO 95].
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RoleName

Figure 14: Notation for roles

Actions An action is an activity which a role carries dutisolation. Actions are shown within roles asadid
square with the name of the action against thersgqi@rmally, an action moves the role from itsrent (or
before) state to its next (after) state.

Figure 15: Notation for actions

Interactions- Interactions among roles depict the way in whicisiness stakeholders interact in the business
setting where the processes are undertaken. Ititsma@re shown using a horizontal line betweerattterities

at which the interaction is occurring across theived roles. Formally, the consequence of an aution is that

all of the roles involved move from their curretdts to their next state, and states can be addeiglilight the
synchronization or control of interactions. (Theuple shows the post states for an interactiotgrditions are
synchronous, even though they may occur over tibme may also denote the driving, or initiating ryleically

by showing its action square with diagonal shadingjst those passive ends of the interactiondeftevith an
un-shaded square. Note that in reality such distins can be somewhat artificial, for example, athhn
interaction such as sending something clearly niiglve an initiating role, where interactions aravarsations

or perhaps even meetings, the initiating roless ldear.

send error
indicator

' error indicator
detecting received

Figure 16: Interaction modelling example

Case refinemer(Alternative Paths) ;
Within RADs, choice between activities (case refivemt) is shown using linked inverted triangles, rEhmay
any number of such threads, one of the threadstennative cases, being chosen.

load restore
config . config

Figure 17: Notation for caserefinement

Part refinemenfConcurrent Paths)\A

Often, a modeller may want to show activities thety occur in parallel as sub-threads of the mativiac
These are shown using point-up triangles shapéeh Bmead, in effect, is independent of the othad aperates
in parallel, only becoming synchronized when thredlds rejoin. Indeed, within RolEnact (an enactablsion
of RADSs), part refinement is achieved by considgreach thread as if it were a separate role, teréfauats

rejoining via an additional interaction.

Figure 18: Notation for part refinement
Replications of part-refinements are denoted vlrith?é symbol.
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States

The original RAD notation simply used the vertiiabs between actions or interactions to denotee s@ther

variants then added a simple circle to denote ,statd this addition is now accepted as part ofribiation.

However, many modellers tend to use this additimariagly, perhaps only adding states to the modeires to

clarify synchronization or dependency issues. Matiuld, in the latest version of the Riva notatioses these
state circles only to denote states that relaspézific ‘goals’, for example completion of a prij@r important
business process element would be denoted witl@itie state.

state ORd} state
Figure 19: Various notationsfor states

Another further option is to use special statesdnote the end of threads. Historically, many medelhave
used the explicit state symbol, with some nametd stach as end, or final to show this final stiideed, the
first commercial RAD tool, used to use a state With stop road-sign image. Similarly, the latest &ixersion
of the notation has a specific end of thread ap’ssymbol

J— stop

Figure 20: Notation for final state

Iteration
Iteration is shown either by literally looping batka previous part of the role, or sometimes syniyyl using the
same state name as an earlier state, that is, t@rgAD as a state machine.

Figure 21: Notation for Iteration

Triggers
Triggers are used to denote events, usually eXtedmah will act as triggers for actions, that vl change the

state of the role. For example, a typical triggéghhbe where a project is started.

Figure 22: Notation for triggers

New Role

In many processes, one role may initiate or staotleer, e.g., a director may appoint a project rganaStarting
a new role is shown with a simple crossed squagairhone variant of this is to show an interacliae to the
new role, where the crossed square replaces thiagisquare for a normal interaction.

Figure 23: Notation for new roles

M etamodel:

We show the RAD metamodel as a set of classes @ Rwdel elements with relevant associations among
them. Within the metamodel, the RAD Model classiset of role model elements. A RAD Model strongly
contains roles. A role is a container for a Nodedetoelement, where a node is a superclass for ,State
CaseRefinement, Interaction and Action. Action reodee either activities, part refinements, exteavaints or a
point of synchronisation. Actions are undertakerih®/containing role, while Interactions are unalegh by the
initiating role and participating role. In the metadel, ActionType is defined separately as a tyfie which to
qualify an action. For instance, an Action thataigart refinement provides the modeller a meanshtow
parallel execution threads, whereas case refineawiuns provide the means to show choice betwegvitees.

And of course, activities are the basic unit of kvfar a role.
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RAD Model
- 1
Action Type
Activity
PartRefinemerjt
ExternalEvent *
SynchPoint Role
State
*
Node Interaction
<F———

Action /
type: Action Type T

Case Refinement

Figure 24: RAD modelling elements - found in [CB05]

Modelling Example:

RADs are a visual notation for representing busira®cess models. The example RAD model shown below
constitutes three roles: the Divisional Directdre tProject Manager and Designer roles. Roles gtogether
activities associated with the role (or the adeégtthat a role is responsible for are grouped iola). For
instance, the Divisional Director approves a newjgut, then agrees the terms of reference (TOR) ttie
Project Manager. In turn, the Project Manager srit®©R for the Designer and delegates the projethdo
Designer. Upon agreeing TOR with project manader,Designer can take part in two parallel thredtese
parallel threads involve choosing a method for poilg the design and an estimate (e.g. cost) f@sientially,
the activities undertaken by the roles are inteedépnt, and it is seen from the RAD model thatRhgject
Manager’s action of producing debrief report cartmgipen until the Designer has passed actual éijores to
the project manager.
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Divisional Director

initial

Project Manager

N ject d
ew project approve /W\

Agree TOR for project
L

agreed
. write TOR
Designer for Designer
ﬂlitial \ designerT ORwrjtten
l@ Agree TOR fgr Designer
. N
designerT|ORagreed and delegate
Prepare and estimate designerT ORagreed
ch preparation and estimate
oose a done .
method . Regelve and
] estimate
methodChosen i d received
estimate Prepare a plap
prepar
] DGive plan
planReteived to Designer
Produce design usihg method
designiProduced lanGiven
g Undertake design [quality check P
qudlityCheckep Not ok ok
Prepdre actual effort figures
Pass jactual effort figures r
waiting
K figuresPasy Produce Debrjef report

project compl(jted and debriefed

Figure 25: RAD modelling example

Part of Framework:
RADs are not part of a framework.

Supporting softwar e tools:
Visio, SmartDraw, Riva tools (Instream) and RADRentools

Evaluation: RADs are an intuitive notation for modelling busiegrocesses. It is argued in [GA98] and [KP98]
RADs provide a business view of roles, their resulities and interactions among roles withoutsiyig the
model toward future consideration for any automatid (all or) part of the process. Two reasonspiaposing
RAD based CIM modelling are the expressivenesshef RAD notation on the one hand and its ease of
understanding (by business people) on the other.

One way to reuse RAD modelling concepts for CIMadsconsider the representation of the RAD metamodel
using EMF's Ecore. The aim would be to create tiDRnetamodel (e.g., as annotated, Java interfaces)
capture model information that is not expressibtedlly in standard Java. VIDE would then seek tove
Ecore representations of RAD models, and possiny(Eclipse) editor plug-in for RAD-based CIM mdawej

can be provided. Hence, key usages of RADs would ladow business people to develop rich busipessess
models leveraging the expressiveness of RADs &hiljity to depict interactions, and actions, inéhglparallel
threads and choice), but also provide the VIDE ey a means to transform aspects of the RAD mintizla
PIM model.

Rule-based mappings between RAD model elements PAWd model elements could also be considered,
especially given existing MDA languages such as ASL(and associated AMW toolset) that already haie t

- 40-
© Copyright by VIDE Consortium



FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

type of model transformation view (producing a wiagvmodel for deriving a target model given a seurc
model). For example, in some cases, it may be rlas (from RAD) would be further developed as €las
diagrams within a PIM model. However, such mappiwgsid have to be flexible (that is, allow the mbbeleto
use the RAD model to determine which parts of itgeful to form parts of PIM).

The evaluation of RAD is summed up in the followiagle:
Table 8: Evaluation of RAD

CIM REQ | Fulfiled ? | CIM REQ | Fulfilled ?

1 4 8 K2
2 X 9 s
3 v 10 X)
4 s 11 X
5 X 12 Ra
6 4 13 X
7 v

2.3.2.7 Business Process Execution Language for Web Services

Acronym:
BPEL4WS — For discussions not being concerned avigpecific version, the term “BPEL” is sufficient.

Specification document(s):
Business Process Execution Language for Web Ser@ipecification, version 1.1 dated May 5, 2003

Specifying organisation:
Organisation for the Advancement of Structured imi@tion Standards (OASIS), since April 2003

Evaluated version(s):
Version 1.1

Focus of the language:

BPEL is a business process modelling language fgoogramming in the large”. It can be described as a
programming language and can be executed dirdatilyis more likely to be automatically generatedndr
workflow diagrams.

BPEL4WS allows the definition of both business psses that make use of Web services and business
processes that externalize their functionality asbV8ervices. Thus BPEL's messaging facilities deémenthe

use of the Web Services Description Language (WSD1)o describe outgoing and incoming messageELBP

is an orchestration language, not a choreograpigukge and is serialized in XML.

Description of the language and its model elements:

Business processes specified via BPEL describeexiothange of messages between Web services. To be
instantiated, each business process must inclugasttone "start activity". This must be an iniéativity in the
sense that there exists no basic activity thatchllyi precedes it in the behaviour of the procéstivities are

the actions that are performed within a businessg®ss. A flow is a directed graph with the actastas nodes
and so-called links as edges connecting the aesvilThe flow specifies the order of the activitpprformed
within the process.

The token ,Activity” can be either a basic activitystructured activity or a scope.
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Pick While Switch Compensate

J7 FaultHandler
Flow I < Sequence Scope

®» Structured
Activity
J7 1
* CompensationHandler
- Activity q

Catch Correlation

Basic Activities

i
. ¢ 0%:

Assign Throw Empty Receive Reply Invoke

Terminate Wait

Figure 26: BPEL Metamodel of the Activity Elements

Basic Activities are elementary activities, whicte anot composed by other activities. There existBasic
Activities within BPEL4WS:

assign — modifies the content of variables: it barused to update the values of variables with data. An
<assign> construct can contain any number of eltangassignments.

invoke — synchronous (request/response) or asynoheocall of a Web Service: The <invoke> construct
allows the business process to invoke a one-wagquest-response operation.

A fault response to an invoke activity is one seus€ faults, with obvious name and data aspectscdas the
definition of the fault in the WSDL operation. Thptional fault handlers attached to a scope pro&idey to
define a set of custom fault-handling activitiemtactically defined as catch activities. Each kactivity is
defined to intercept a specific kind of fault.

receive/reply — offers a synchronous or asynchreligb Service interface: The <receive> construotal
the business process to do a blocking wait for &hidg message to arrive. The <reply> construcivadithe
business process to send a message in reply tesagethat was received through a <receive> cansirbe
combination of a <receive> and a <reply> forms quest-response operation on the WSDL portTypehfer t
process.

throw — generates a fault from inside the busipessess, which can be solved by debugging. If the
debugging process does not occur, the bug rectieggiobal scope and terminates therefore the psoce
wait — allows to wait for a given time period ortiia certain time has passed.

empty — inserts a "no-operation” instruction intousiness process, for example during a debuggoeeps.
This is useful for synchronization of concurrentiaties, for instance.

terminate — Although <terminate> is permitted asra@rpretation of the token activity, it is onlyailable in
executable processes. The terminate activity camsbd to immediately terminate the behaviour ofisiress
process instance within which the terminate agtiist performed. All currently running activities M8T be
terminated as soon as possible without any faultllirag or compensation behaviour.
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Structured Activities — These activities contaimeat activities and allow recursive compositionscofnplex
processes. They prescribe the order in which &cidin of activities takes place. They depict hotwsiness
process is created by composing the basic acsvifibley perform into structures that stand for ¢batrol
patterns, data flow, handling of faults and extemwsents and coordination of message exchangesebatw
process instances involved in a business protocol.

BPEL4WS consists of following structured Activities

* sequence — A sequence activity contains one or auieities that are performed sequentially, in ¢inder in
which they are listed within the <sequence> elerthiat is, in lexical order. The sequence actigiiynpletes
when the final activity in the sequence has corgplet

» while — The while activity supports repeated parfance of a specified iterative activity. The iteratactivity
is performed until the given Boolean while conditioo longer holds true.

» switch — conditional execution of activities: it@ls to select exactly one branch of activity franset of
choices.

« flow — one or more activities can be performed corently. Links can be used within concurrent atigg to
define arbitrary control structures. The simples¢ of flow is equivalent to a nested concurrenaystoict.
Every link declared within a flow activity MUST hawxactly one activity within the flow as its soeirand
exactly one activity within the flow as its targd@te source and target of a link MAY be nestedteabily
deeply within the (structured) activities that atieectly nested within the flow, except for the bdary-
crossing restrictions.

* pick — Pick activities block and wait for a suitabbhessage to arrive or for a time-out alarm to fovéhen
one of these triggers occurs, the associated geisvperformed and the pick completes.

e compensate — The <compensate> construct is usedake compensation on an inner scope that haadyre
completed normally. This construct can be invokely é&com within a fault handler or another compeitma
handler.

Ordinary sequential control between activitiesrevided by sequence, switch and while.

The token “activity” can also be a scope: The b&havcontext for each activity is provided by a geoThe
scope construct defines a nested activity and iatecpctivities to a transactional unit with itsroassociated
variables, fault handlers, event handler, compéns&iandler and correlation sets.

All scope elements are syntactically optional aothes have default semantics when left out. Eachestag a
primary activity that defines its normal behaviotlihe primary activity might be a complex structueedivity,
with many nested activities within it to arbitradgpth. The scope is shared by all the nested @esivi

Without considering links, the semantics of businpsocesses, scopes and structured activities staa a
given activity is ready to start.

There is no standard graphical notation for WS-BPds.the OASIS technical committee decided this aua®f
scope. The most popular notation for a direct \isepresentation of BPEL is the Business Procesddlilng
Notation (BPMN).

As an illustration of the feasibility of this apch, the BPMN specification includes an informadl goartial
mapping from BPMN to BPEL 1.1. However, it has esg fundamental differences between BPMN and
BPEL, which make it very difficult, and in some easmpossible, to generate human-readable BPEL fcoae
BPMN models.

People often participate in the execution of bussnerocesses introducing new aspects, such as human
interaction patterns. To support a broad rangeceharios that involve people within business preessa
BPEL extension is required. so called BPEL4Pedpls.defined in a way that it is layered on toptioé BPEL
language so that its features can be composedhatBPEL core features whenever needed. The BPateps
definition has the people activity as a new adtityipe that incorporates user interactions. Peaptwities are
implemented by tasks performed by users. Partiaidars who perform a task may be specified at desige,

at deployment time, or at runtime.

The design of BPEL envisages extensibility so #ymtems builders can use other languages as welL B
may enable Java to function as a 'programming énsthall' language within BPEL. BPELJ allows these t
programming languages to be used together to baitaplete business process applications.

M etamode!:

A process definition in BPEL consists of one atyiva series of partners and variables with specifirrelation
sets, the definition of fault handlers and comptgaséandlers.

In short, a BPEL4WS business process definitionkmthought of as a template for generating busipescess
instances. The creation of a process instance BLBWS is always implicit; activities that receiveegsages
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(that is, receive activities and pick activitiegncbe annotated to indicate that the occurrendbaifactivity
results in a new instance of the business proodss treated.

CorrelationSet CompensationHandler
1
EventHandler .
1 Activity
— >——

Process
FaultHandler Partner

Variables

Reply

Figure 27: BPEL Metamodel

The Compensation Handler: Scopes can outline agdatte behaviour that is meant to be reversiblarin
application defined way by a compensation handiercompensation handler is simply a wrapper for a
compensation activity. It is recognized that in manenarios the compensation handler has to redaiteeabout
the current state of the world and return data ndigg the results of the compensation. The compmmsa
handler allows long-lasting transactions.

An important requirement for realistic modellingoss-enterprise business interactions, in whichbilness
processes of each enterprise interact through Véebic® interfaces with the processes of other prisas, is
the ability to model the required relationship wihpartner process. Partner links characterizesitiagpe of a
relationship with a partner by defining the messaige port types used in the interactions in botldiions.

A partner link type describes the conversationatienship between two services by defining thde'sb played
by each of the services in the conversation andifsfoey the portType provided by each service toeiee
messages within the context of the conversationhEale determines exactly one WSDL portType.

Variables provide the means for holding messagasdbscribe the state of a business process. Thsages
held are often those that have been received frammgrs or are to be sent to partners. Variablasatso hold
data that are necessary for holding state relaiethed process and never exchanged with partnensablas
permit processes to maintain state data and prodcgtesy based on messages exchanged.

So each variable is declared within a scope asditto belong to that scope. Variables that aexla¢d to the
global process scope are called global variablasiatdles may also belong to other, non-global ssoaed such
variables are named local variables. Each variablésible only in the scope in which it is detenad and in all
scopes nested within the scope it belongs to. Tiwereglobal variables are visible throughout thecess.
Variables associated with message types can beilsls$@s input or output variables for invoke, reeeand
reply activities. When an invoke operation retuarfault message, this generates a fault in theeotiscope. The
fault variable in the corresponding fault handtemitialized with the fault message received.

The variables specify the data variables used bypttocess, providing their definitions in termsWSDL
message types, XML Schema simple types, or XML Behelements.

BPEL4WS addresses correlation scenarios by prayidideclarative mechanism to define correlated gy i
operations within a service instance. A set of @ation tokens is specified as a set of propediesed by all
messages in the correlated group. Also correla#is are declared within scopes and associatedivéth in a
manner that is analogous to variable declarations.

If more than one start activity is enabled conautitye then all such activities must apply at leasé correlation
set and must apply the same correlation sets.aétixone start activity is anticipated to instateithe process,
the use of correlation sets is unconstrained.

The Fault Handler: Fault handling in a business@ss may be thought of as a mode switch from thmalo
processing in a scope. Fault handling in BPELAW&\isys considered as "reverse work" in that ite aom is
to undo the partial and unsuccessful work of a egnwhich a fault has arisen. The attainment efattivity of
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a fault handler, even when it does not rethrowfaloét handled, is never considered successful cefapl of the
attached scope and compensation is never enabledstmpe that has had an associated fault hangtged.

Because of the flexibility allowed in expressing tfaults that a catch activity may handle, it isgble for a

fault to match more than one fault handler. Théofeing rules are applied to select the catch agtithat will

process a fault:

1. If the fault has no associated fault data, alcartivity that specifies a matching faultNameueaivill be
selected if present. Otherwise, the default catchahdler is selected if present.

2. If the fault has associated fault data, a cadctivity specifying a matching faultName value aad

faultVariable whose type (WSDL message type) maithe type of the fault's data will be selecteg@riésent.

Otherwise, a catch activity with no specified falatme and with a faultVariable whose type matchesype of

the fault data will be selected if present. Otheeythe default catchAll handler is selected ispr.

Because operations invoked can return a fault,ut faandler is provided. When a fault occurs, coints

transferred to the fault handler, where a <replyement is used to return a fault response of type

"unableToHandleRequest" to the correspondent régues

The Event handler: The whole process as well as se@pe can be associated with a set of event dvanitilat
are invoked concurrently if the corresponding evedurs. The actions taken within an event harcHarbe any
type of activity, such as sequence or flow, bubiration of compensation handlers using the <congiefrs
activity is not permitted. As stated earlier, theompensate/> activity can only be used in fault and
compensation handlers. There are two types of svEirst, events can be incoming messages thagspond to

a request/response or one-way operation in WSDL irfstance, a status query is likely to be a regiesponse
operation, whereas a cancellation may be a oneepayation. Second, events can be alarms that gafieif
user-set times.

It is important to stress out that event handlees @nsidered as part of the normal behaviour efsitope,
unlike fault and compensation handlers.

Modélling Example:

A simple process scenario of an application forawel agency shall show how BPEL works. The scenari
consists of following steps: to accept an itineraoyn a customer, purchase the tickets from theeaiand hand
deliver them to the customer.

Figure 28 represents a flow diagram of the ac#sitin this business process. A travel agent piatizes a
business process called ticketOrder (line 1). Thjeative of this simplistic business process ialtow the agent
to receive from a customer an itinerary (lines @®8), to pass on this itinerary to an airline esing the
corresponding tickets (lines 26 to 29), and to irecthese tickets from the airline (lines 33 to 86}he end. To
keep the example simple, it is assumed that thetSowill be picked up by the customer in person.

Customer Travel Agent Ajrling
I

itineraryMassagea

itineraryFT::
sendltinarary

itineraryMessage
\‘ ticketOrderPT::
requestTickets

ticketsMessage !

tineraryPT: ‘ —

sendTickets

Figure 28: BPEL modelling example

The set of partners the agent's process interathisane described in lines 2 to 10: lines 3 to alelssh the
partner customer, and lines 6 to 9 introduce thienpaairline. A partner definition involves spsgifg the Web
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services mutually applied by the partner or processpectively (see the next section, "Partneis,nfiore
details).

The messages that are persisted by the processabied variables (lines 11 to 14). Variables are DMS
messages that are received from or sent to parthersexample, the process stores an itineraryMgesaa an
itinerary variable. The itineraryMessage is recdim the customer (line 20) when the customdizat the
sendltinerary operation of the agent's itineraryt flines 21 and 22). This message is stored imoitinerary
variable (line 23) once received. The process thesses on the itinerary message to the airline @) by
using the requestTicket operation of the ticket@mat (lines 27 and 28); whereas this messageapy of the
itinerary variable (line 29).

An activity is the usage of an operation in a besfprocess. To specify the order in which thevities have to
be performed, the ticketOrder process structuseadtivities as a flow (line 15). The links reqdite define the
flow between the ticketOrder process's activitiesdescribed in lines 16 to 19. And an activityinkes the links
that it is a source or target of. For example rdweive activity of line 20 is the source of thdearto-airline link

(line 24). And this link has the invoke activity lrfe 26 as target (line 30).
1 <process name="ticketorder">

2 <partners>

3 <partner name="customer"

4 serviceLinkType="agentLink"

5 myRole="agentService"/>

6 <partner name="airline"

7 serviceLinkType="buyerLink"

8 myRoTle="ticketRequester"

9 partnerRole="ticketService"/>
10 </partners>

11 <variables>

12 <variable name="itinerary" messageType="itineraryMessage"/>
13 <variable name="tickets" messageType="ticketsMessage"/>
14 </variables>

15 <flow>

16 <Tlinks>

17 <1ink name="order-to-airline"/>

18 <1link name="airline-to-agent"/>

19 </1inks>

20 <receive partner="customer"

21 portType="1itineraryPT"

22 operation="sendItinerary"

23 variable="itinerary"

24 <source linkName"order-to-airline"/>
25 </receive>

26 <invoke partner="airline"

27 portType="ticketorderpPT"

28 operation="requestTickets"

29 inputvariable="1itinerary"

30 <target TinkName"order-to-airline"/>
31 <source linkName"airline-to-agent"/>
32 </invoke>

33 <receive partner="airline"

34 portType="1itineraryPT"

35 operation="sendTickets"

36 variable="tickets"

37 <target TinkName"airline-to-agent"/>
38 </receive>

39 </flow>

40 </process>

Source: http://www-128.ibm.com/developerworks/lityavs-bpelwp/

Part of Framework:
BPEL is not part of a framework

Supporting softwar e tools:

WebSphere® Studio Application Developer Integratigdition V5.1, Oracle BPEL Designer (Stylus Studio®

2007 XML)

Evaluation:

BPEL is designed for the execution of business ggses. It is an XML language and has no own graphic

representation, therefore requirement 6 is noiltedf Similar requirement 7, which claims a toapgort is only
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mostly not fulfilled, as other languages have toulsed in order to create BPEL models in a graphicaf.
BPEL does not allow the description of Businesgsur Business Goals (requirement 2). It doesmtpuge
business terms and is not designed directly foruse of business people who are not familiar witich:
oriented languages like XML. BPEL is detailed ernodigr the CIM level therefore it fulfils requiremef. In
addition BPEL can be exported and imported by s#ueols, therefore it is tool interoperable. BPEas a
sound definition, which fulfils requirement 10.ciin be used to describe workflows (requirement Hyvever,
it should only be partly used in a MDA-approachtiba CIM, because it is very technical for typicaMQusers.
BPEL does not integrate different modelling vieWsnly focuses on the process view. The evaluatioBPEL
is summed up in the following table:

Table 9: Evaluation of BPEL

CIM REQ | Fulfilled ? | CIM REQ | Fulfilled ?

1 4 8 4
2 X 9 4
3 X 10 v
4 X 11 4
5 v, 12 Ra
6 X 13 X
7 *)

2.3.2.8 XML Process Definition Language

Acronym:

XPDL

Specification document(s):
Process Definition Interface — XML Process DefanitiLanguage, WFMC-TC-1025 (TC-1025_xpdl_2 2005-
10-03.pdf)

Specifying organisation:
Workflow Management Coalition

Evaluated Version(s):
Version 2.00, October 3, 2005

Description of the language:

XPDL is a language to define business processestirt from version 2.0 XPDL also supports Business
Process Modelling Notation and is able to repretenmodel of a business process.

In XPDL it is possible to define graph-structuretbgesses. The core entities of the language areegso
definition, activities, workflow participant assigrent and transition. In contrast to WS-BPEL, thisguage is
able to represent human workers and assign theantities. In addition, work assignment rules nteeymore
advanced and include such aspects as role, orgjanalastructure and groups.

The language may be considered as an XML repregmmtaf the process definition meta-model included
[XPDLO5] and is presented in Figure 29. The strietaf the language follows the rules expressedhen t
package definition meta-model included in [XPDLO5].

M etamode!:
XPDL uses the process definition meta-model preseint [ XPDLO5].
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Type Declaration ? I ,
L Data Field ActivitySet <
(Property) (Embedded Sub-Process)
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i 4 Reference
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System and i Resource Repository or
environmental data | Organizational Model Gateway Event

Figure 29: WfM C process definition meta-model

A process definition consists of activities that arganised in a graph-structure via transitions.agtivity may
be executed by a performer. There is a set of ictiypes. An activity may be a route activity, @t (or
application), an event or a composed activity thatpresented as another process. Every procesddtaa data
container that includes attributes (or data fieldsjuired to execute this process. The activiterfopmed by one
person, role, or organisation are organised indgfiest level) and pools (second, higher level).

Modelling Example:
A detailed example of a XPDL application is incldda [XPDLO5], section 8.

Part of Framework:
XPDL is a core part of WIMC Standards Frameworkt tingludes about 15 standards on various aspects of
business process management.

Supporting softwar e tools:

There are at least 40 tools that support XPDL. &hesls include both open source and commerciadymis.
The detailed list with the references to concratplémentations is available at
http://www.wfmc.org/standards/xpdl.htm.

Evaluation:

XPDL may be used to define dynamics of the moddlfedti designed) system in terms of business pres€es
workflow processes). Since XPDL is a process didimilanguage, the defined processes may be easiyuted

in an XPDL compliant workflow engine without anyditibnal effort. XPDL may also be useful if the nedieéd
business processes include people as performeastiofties. Examples of such processes are admatiigt
processes.

XPDL has also many implementations for both desmpis and execution engines. The tools are botm ope
source and commercial ones. Therefore XPDL is @blescribe complex business processes (requireent
But XPDL does not consider Business Rules (requérarg). It is an XML-based language and has nohicap
representation. Hence it is not intuitive and usesiness terms (requirements 3 and 4). But XPDd defined
standard which fulfils requirement 5. As it has graphical notation it can only be modelled indikeetsing
other modelling languages like BPMN. For this remsequirement 6 is not and requirement 7 mostly not
fulfilled. XPDL can serve as an interchange forrhatween workflow modelling tools and engine, thiris
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highly interoperable (requirement 8) and able decdbe workflows (requirement 11). It is soundlyfided and
can be used for complex scenarios. But XPDL do¢suggport different views.
The evaluation of XPDL is summed up in the followiable:

Table 10: Evaluation of XPDL

CIM REQ | Fulfilled ? [ CIM REQ [ Fulfilled ?

1 4 8 4
2 X 9 v
3 X 10 v
4 X 11 v
5 v 12 K2
6 X 13 X
7 Xy

24 Summary of thelanguage evaluation

The EPC supports the description of business psesegery well. Additionally it is rather easy todenstand
and possesses a graphical notation. But it doesawar workflows and has no official standard. Hfere the
EPC, won't be the base for the VIDE CIM Level Laaga. But the concept of the integration of différéaws
will be used in the VCLL.

BPMN has mostly the same advantages as the EPGaditlonally it is standardised and covers workflow
Therefore BPMN will serve as the base for the VCWith regard to the requirement of tool interopédigb
and the option to export workflow description, XPd_a known standard. XPDL does not have a graphica
notation. But XPDL 2.0 can be displayed with BPMN.1Therefore the workflow branch of the CIM level
architecture consists of BPMN as the notation aR®DX as the exchange format.

But this does not cover all requirements for th&1@ PIM transformation. Additional information reeeded.
None of the evaluated languages contain detailedriation about data structures and organisatistnattures.
Business Rules are not regarded in any languabereitherefore the designed language will be basethe
workflow part (with BPMN as the graphical notatiand with XPDL). For the transformation from CIMs to
PIMs other information such as data structuresamiggtional structures and business rules are addes
allows the use of the core of the language covbyeBPMN for the orchestration of workflows and iehing
this model with other views in order to create VIPEV models. While XPDL is a soundly defined stamda
BPMN is only specified by a textual description anddelling examples. Therefore, in order to usenéaorks
and standards such as MOF, ECORE, GMF and GEFRhNBpart of the graphical VIDE CIM level language
has to be defined in a UML metamodel and be refme®CL statements. This will allow an XPDL expfot a
part of the model. The whole model, containingvahs, will also be stored in XML. This XML formaan be
generated automatically using the framework GMFe $pecification of the VCLL is done in the next jotea.
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3. Design of theVIDE CIM level language

3.1 Specification of the VIDE CIM level language

3.1.1 Metamode of the VIDE CIM level language

The aim of this section is to describe the VIDE QiMtamodel. The purpose of the metamodel is tomeéefie
necessary constructs for the graphical VIDE ClMeldanguage. Additionally it provides the data sksthat
are needed to store VIDE CIM models.

There are three views of VIDE CIM model introduced this document: process view, data view and
organisational view. The most extensively represgiaine is the process view, which integrates theratiews.

It consists of eight parts, that describe particalaments of the metamod8&itructuring objectare the top-level
classes that the model contains. Thatrol flow section introduces lane elements, which are cdaddo each
other by flow objects. Theonnectionssection has two further types of connections bebtaabjects in a model.
Theannotated elementsart of the metamodel shows model objects thatiseel to enrich activity objects with
relevant information. Theactivity section tells which elements are representingastin a model. Thevents
section describes different types of events whiekcdbe what kind of triggers could be used in aleho
Gatewaysexplain how decisions of different types could imegrated into a VIDE CIM model. The
enumerationssection is the last section and it gives an oesvwvdf the complex types used in three different
classes. The data view and the organisational intwduce interfaces to two further business pre@eslysis
scopes and are described shortly in their own@exti

3.1.1.1 Processview

g Imerati ing Objects Diagram
ActivityType 7]
L -name
i j -author )
EventType +Loop MediaObject Cercion B 1.
+N!essage :?dHoc " Pool ::yan;e -documentation Group
+Timer P -creationDate Set of facts
+Error +workflow_task -name -date | modificationDate 1 -name
+Cancel -boundaryVisible -link o |-comment -CBR fact
+Cy .
:E:Ike SequenceFlowType 4+ . . &
+Terminate +NormalFlow CIM GraphicalObject
+Multiple +U - source
+Conditi 1 Lane id target
+DefaultFlow -name -documentation
0.1 JAN
!
Annotated Elements Control Flow l C i
Lane Element Connection
DataObject . -hame
-state
-name
2.* ‘ SequenceFlow
-name
ifact target -condition
Role Artifact FlowOb, j’; ot 9 -code MessageFlow Association
-name ype K |message hame drected
“name source _default?
~ lowType
Constraint BR ’ %
is annotated
Activities a Events Gateways
Event Gateway
Activity -eventType -gateway Type
-name
-activity Type 4
-automatisationLevel
-application l l l l
i Complex
Decision Decision Decision
-timeDate -timeDate -errorCode
-timeCycle -timeCycle -linkld
Task Sub-Process | 1 Hinkld -errorCode -message
-collapsed? & -rule -linkld -cancel
-type sag g
-multiple -cancel -terminate Event-Based Decision Data-based Decision Decision BR
-compensation -multiple
-rule
-multiple :

Figure 30: Process view metamodel

3.1.1.1.1 Structuring objects
This section describes the main container elen&rasmodel.
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Diagram — every VIDE CIM model is represented through agdam object. A diagram is a main top-level
object container in a VIDE CIM model. It can contajraphical objects, which in turn do not existheilt a
relation to a model. Therefore there cannot beRE/CIM level model without this object.

CIM Graphical Object — is an abstract representation of each figur@ diagram. The visible elements in the
diagram are all inherited from this abstract cl&ssch graphical object belongs to a diagram.

MediaObject — is an unstructured data that could be attacbezl/éry element in the diagram. MediaObjects
could be hand-written texts, recorded audio datatefviews or videos enriching the background kisalge of
the model element they are annotated to.

Group — with this object one can build completely diéfet groups of elements in a diagram. It could lexlue
stress a collection of objects relevant to a Userexample actions to do or events to react as. ot considered
a subclass ofrtifact as it is done in OMG BPMN Specification, becausdoes not necessarily connect flow
and non-flow objects with each other but ratheuging subclass instances®M GraphicalObject®

Pool — is a container of processes. Each and everylsipipcess represented through the object sequeage
be described in one pool. However when the proloegs grows a process may be seen stretching itdels
over two or more pools. Nevertheless a sequenedways contained within one pool and may not ciitss
limits. The communication between complex proce$sesng two or more pools takes place through nggessa
connections. An example for a pool would be a lizgsenterprise in which the business process takes.

Lane — is a compartment inside a pool. It represerfferéint organisational units taking actions or ti&ggto
events. If there is one lane in a pool then ibissidered the same as the pool and isn’t showrhgralpy. Even
simple processes can cross lane borders whilengtayside the same pool. In a real world a landccoepresent
an accounting department inside an enterprise,hwikicesponsible for charging customers for themgmise
services.

Set of facts — A set of facts consists of one or more facts déina the base for constraint business rules. If no
constraint business rules are used this model elfecaa be omitted. Facts are valid for the whosgychm and
all constraint business rules that are used indilaigram. Constraint business rules and factsuatieefr
explained in the business rule view.

3.1.1.1.2 Control Flow

This section describes the main elements that ghlsequence of actions in a business process.

Lane Element — this class is an abstract representation ofyegiement that is situated within a lane or a pool.
Each subclass instancelaine Elementan reside in one or no lane. If there is only lame in a pool, then all
the lane elements belong to a dummy lane. This &fna lane isn't shown but belongs to the pool. 8dame
elements could contain other lane elements. Todatl@ unneeded empty nesting of this kind of eldmére
cardinality with respect to Sub-Process is setttieast 2. It means if lane elements are nestahather lane
element, there should be at least two of them &agt and end events).

FlowObject — this abstract class stays for elements thataethe order in which activities in a processhkaing
carried out. All flow objects inside one lane gp@ol are connected with SequenceFlow instances. 84plains
the order in which the activities are to be takEmere are three subclasses of the FlowObject askhtesiore
closely in later sectiongctivity, EventandGateway

SequenceFlow — this class is one of the main factors that adrtre flow. It connects two FlowObject subclass
instances within one pool, one source instanceoaedarget instance, into logical sequences obastihat have
to be executed in some particular order. Withothéte would be just a set of actions and nobodyldvbe able
to say which is to do first. SequenceFlow instararesane elements, too. Therefore they don’t ctlesdorders
of a pool, at most they could cross the border tfne in case there is more than one lane in tlé pdn
example for a sequence flow would be a certainrgpdescription: deposit the goods at the warehdivsieand
then check an invoice.

CompareOMG: Business Process Modelling Notation Specificatiym 95-97.
CompareOMG: Business Process Modelling Notation Specificatpr?.

> W
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3.1.1.1.3 Connections
This section gives an explanation of three furtigpes of connections in the metamodel.

Connection — an abstract class that introduces the relatietwden two subclass instances ©GfM
GraphicalObject It refers to one source instance and one tangtdnce. Therefore a direction of the connection
can be stored.

MessageFlow — is a class that serves the stressing of a oaldtetween two subclass instancesGiM
GraphicalObjectthat don't belong to the same participant lanenauy. ® It also belongs to elements that
control the sequence of activity execution. Twogesses situated in different pools can “communicatth
each other through MessageFlow, thus letting otberticipants know of important activity executions
happening within a process. After receiving an oafegoods, for example, there is a message twénehouse
issued saying the collection process should begin.

Association — is a class that represents a relation betweerstclass instances 6fM GraphicalObject It is
intended to describe a connection between flowatbjend non-flow objects. In particular, flow olgcould be
associated with text and other non-flow obje&t8n inventory control department is responsibleiforentory
taking and thus is associated with it.

3.1.1.1.4 Annotated Elements
This section describes the purpose of activity gattiam in the metamodel.

Artifact — is an abstract class representing the non-fiaplycal elements in a VIDE CIM model that could be
related to flow components. An instance of a sugsclEArtifact could be related to more than oketivity and,
other way round, onActivity could be related to more than oheifact.

DataObject — is an interface to a data view. This view iscéfied in an appropriate section after process view

Role—is an interface to an organisational view. Thiessantial components of this view are further dbed in
a section following the data view section.

ConstraintBR — this class represents a functional categofyBusiness Rules that restricts the structure or
properties of actions. This category could be sasnan assertion or invariant which provides addtio
information about the desired behaviour of the i@pibn, which should be developed. Instances isfdlass on
the CIM level can be considered as system requinesran the PIM level. Constraint business rulesdafened

in the business rule view.

3.1.1.1.5 Activities
This section describes the actions within a proteasVIDE CIM model.

Activity — this abstract class stays for work carried oué ibusiness process. It could be simple actioa or
compound one, as it can be seen in its subclasass and Sub-Process. It can also be further amabtaith
artifacts to show relevant information that doesliréctly belong to the business process itself.

Task — is a representation of an atomic indivisiblewtst A Task should be executed completely or aioall. It
could be seen as work in the process that is redyaed further into finer details, like taking arder or issuing
an invoice® A task cannot be subdivided into other activities.

Sub-Process — a class describing a compound activity thatddad, depending on the goal of the examination,
seen as a whole or as a sequence of activitiganiees of Sub-Process could contain other subitiatences of
LaneElementThere is no use to put only one element insidgeSthb-Process, it would then mean this element is
the same as the Sub-Process. In order to avoidhieisardinality ataneElements set to at least 2. It preserves
Sub-Process instances from containing only one esténTake the good delivery for example — thereraaay

CompareOMG: Business Process Modelling Notation Specificatm8.

CompareOMG: Business Process Modelling Notation Specificatpt05.

Compare C. Seel, B. Simon, D. Werth: Busineskefnabled Process Modelling in: Proceedings of
the e-Challenges 2006 conference, Barcelona, SPpaboper 25-27, 2006

CompareOMG: Business Process Modelling Notation Specificatmb2.
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tasks for a warehouse to accomplish. First rectieegoods after the arrived, than accept an inyaleposit
goods in the stock, issue a confirmation receiptsmon into the fine details.

Workflow Task — a workflow task can be used in the control flamd represents a VIDE application which is
orchestrated. Therefore an application can be asditp the workflow task.

3.1.1.1.6 Events
This section introduces events managing execufiattivities in a VIDE CIM model.

Event — is an abstract class representing a furthembasiprocess control feature. Events define whairec
during process execution, though only those ind&lare accounted for events that have to do wetséguence
or timing of activities in a business proce8sThere are three main types Bfientthat are shown in the
subclasses: start, intermediate and end eventevArview of further event subcategories can be sefiable
1.

StartEvent — is a type oEventthat triggers the execution of a process. Theudddee more than one start event
in a process, although the use of this modellingstroict is not required in every case for a givesifess
process level® For a description of the feasible categories ef $tartEvent see Table 2. A certain time in a
week could be a starting event for an inventorynigik

IntermediateEvent — is a type of event that occurs during the pree®cution after a StartEvent and before an
EndEvent. It should not start any process or diygetminate a running oné' For a description of the feasible
categories of the IntermediateEvent see Table posgsible value for an intermediate event is anreifay
example a customer couldn’t be debited for delivgause account volume was insufficient at the.tim

EndEvent — is a type of event that ends the business psatetbie certain level and eventually producesaltre
from the business process execution. This resuit lma transferred for further treatment onto subsefu
processes. There could be more than one end evarpriocess, although the use of this event isewptired in
every case for a given process letdror a description of the feasible categories ef EmdEvent see Table 4.
The termination of the business process is an gadteausing all of the activities to stop, like ttheadline that
has been reached.

3.1.1.1.7 Gateways
In this section branches and joins that are reptedehrough gateways are described.

Gateway — is an abstract class representing a furthembasiprocess control feature. It is used afterctinra
within a process if decisions have to be made Vilnéther actions have to be executed. In additioditferent
kinds of gateways introduced below there are Degifusiness Rules (Decision BR) that describe @atis
procedures to be carried out in order to exec@dtisiness process further.

ParallelGateway — this type of gateway has an “AND” semantic. Afi@ “AND” split all of following business
process paths next to it will be unconditionallyewuted. For example after getting informed abadelavery an
invoice should be sent and a customer should b#edelThe order of these actions is not relevdry tcould
also happen at the same time, in parallel.

ExclusiveDecision — is an abstract gateway type that describesXi@R" logic. It means the decision behind
this gateway takes one and only one of the pathsade next to it and executes this one pathhis kind two
types of decision bases are possible: data-basgésiateand event-based decision.

Data-based Decision — this type of decision uses process data to m@ierwhich business process path is to
take. The type of expression evaluated dependbhembdeller's needs. If no path corresponds taekalt of
the evaluated expression, than the modeller shouhdern the use of a default gateway, otherwiseodemis

CompareDMG: Business Process Modelling Notation SpecificatmB4.

CompareOMG: Business Process Modelling Notation Specificatfgm35-39.
CompareOMG: Business Process Modelling Notation Specificatfgm43-49.
CompareOMG: Business Process Modelling Notation Specificatigm40-43.
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incorrect.*®* An example for this kind of decision is a decisiomsed on delivery volume, this means, after
certain volume a discount should be granted.

Event-based Decision — this kind of decision depends on the event cgomymat the time of decision making. It
doesn’t use process data to choose the path bes @mdtions according to an event that took pl&t@ne
example is the time event: if the delivery didréipen up to a certain time, than the price woulde’as high as
supposed before.

Inclusive Decision — is a type of gateway that supposes the “OR"clalgilecision. It means after this gateway
there is one of the process paths being executesf,them or every possible combination of thenawéver, at
least one of the paths has to be takefor example, if a customer states a preferenceecning the type of
delivery, it could be delivered all at once or asrsas possible item by item.

Complex Decision — is a decision that is used for cases that cammahodelled by other gateway types. It also
can be used to represent a structure of more sidggisions in a compact wa¥So this type of gateway is
used, if there is more than one expression or ewantshould be considered. For example if bothvtileame of
the delivery and its time are relevant in ordedé¢cide what business process paths will be executed

Decison BR — is a kind of a Business Rule that helps makiegisions during process execution through
differentiating between possible situations. Intcast to the Constraint BR the Decision BR suppexescution
of business processes according to business lagiessed by a modeller.

3.1.1.1.8 Enumerations
This section describes three enumeration typdsimtetamodel.

ActivityType is an auxiliary subcategory of an activity thalpsedescribing its nature. There are the following
values of this type available:

- Multiplelnstance — this subcategory is assignedaise it is possible that more than one instance of
the activity is being executed at a time. The stgrtime of all activity instances could be the one
and the sam¥.

- Compensation — this subcategory is assigned tadtieities following those that produce complex
effects or specific outputs. If the outcome is deiaed to be undesirable by some specified criteria
(such as an order being cancelled), then it wilhbeessary to “undo” the activities. An activityath
might require compensation could be, for exampte that charges a buyer for some service and
debits a credit card to do s8.

- Loop — this subcategory is assigned if the sanigiycis charged to repeat more than one time in a
process. In this case each activity instance stdrée the previous is complet&d.

- AdHoc — an Ad Hoc process is a group of activitibat have no pre-definable sequence
relationships. A set of activities can be defined the process, but the sequence and number of
performances for the activities is completely deieed by the performers of the activities and
cannot be defined befof@.

EventType is a list of possible event subcategories. Howewet every event category is compatible with each
event subcategory. An overview on feasible comnatof event types is given in a figure 31.

13
14
15
16
17
18
19
20

CompareOMG: Business Process Modelling Notation Specificatmi2.
CompareOMG: Business Process Modelling Notation Specificatjgm75-78.
CompareOMG: Business Process Modelling Notation Specificatfgm78-82.
CompareOMG: Business Process Modelling Notation Specificatgm82-85.
CompareOMG: Business Process Modelling Notation Specificatipt21.
OMG: Business Process Modelling Notation Specificatmth33.
CompareOMG: Business Process Modelling Notation Specificatipt21.
OMG: Business Process Modelling Notation Specificatmth32.
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Figure 31 Combinations of Event Categories and Subcategories

SequenceFlowType is a subcategory of this type of connection. Thexists the following types of sequence

flow:

NormalFlow — refers to the flow that originatesrfra StartEvent and continues through activities
via alternative and parallel paths until it endam@EndEvent*

UncontrolledFlow — refers to the flow that is ndfeated by any conditions or does not pass
through a Gateway. The simplest example of this isingle Sequence Flow connecting two
activities. This can also apply to multiple Seqeflow that converge on or diverge from an
activity, %

ConditionalFlow — sequence flow can have condiapressions that are evaluated at runtime to
determine whether or not the flow will be us&t,

DefaultFlow — for Data-Based Exclusive Decisiondraiusive Decisions, one type of flow is the
Default condition flow. This flow will be used onlif all the other outgoing conditional flows are
not true at runtime**

ExceptionFlow — occurs outside the normal flow dife tprocess and is based upon an
IntermediateEvent that occurs during the perforrasfahe proces$®

3.1.1.2 Dataview

Data view is a common model element of both tha daid the process view. The expressiveness of dt@ D
view models is similar to ERM.

2 OMG: Business Process Modelling Notation Specificatingo.
2 OMG: Business Process Modelling Notation Specificatinao.
z OMG: Business Process Modelling Notation Specificatina1.
2 OMG: Business Process Modelling Notation Specificatina1.
» OMG: Business Process Modelling Notation Specificatina1.
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Figure 32: Data view metamodel

DataObject — according to the metamodel of the data viewaimsts of DataObject can be associated with each
other through the Relationship class instance asnk hadditional attributes represented through Bute
instances. For example a list of workers in theelhatse with their data is used to choose the apptepne to
deliver goods to customers.

Relationship - leads the connection from one DataObject to amwotthus logically structuring the data
representation of a VIDE CIM model. Each Relatiopshstance can also have additional attributesasgmted
through Attribute instances describing its indivatlproperties. This is represented through the ection
between these two classes. Following the example tvé list of workers a Relationship class coddresent a
relation between workers and ranking classes desgrivorkers’ skills.

Attribute — essentially represents a property of a Data@bjstance or of the Relationship. Whether a specif
attribute is an instance containing information @ba DataObject or a Relationship, could be seerthen
connection to the according classes. The simpbesinple of an Attribute class instance is the narfheagh
worker written in the DataObject containing the &§the available workers.

AttributeType — The type of an attribute can be text, numbecimal, currency and date. These types are used
in order to use terms which are familiar to busingsople and programming language independent.

3.1.1.3 Organisational view

Organisational view describes the organisationalciire that is related to an underlying activitthe core
element of the organisational view is the role.

-is part of 1

Organizational Unit
-name

-consists of

is part of

Person
-id
-name

Role is assigned to
-name

-reports

-is reported to

Figure 33: Organisational view metamodel

Role - is a model element that derives from the orgaioisal view and creates a link between the orgdicisal
and the process view. Each role is assigned t@pn@re people, whilst one person can carry ouertioan one
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role. At the same time each role can be part afrganisational unit. Roles can be hierarchicallynposed. It
means for roles that there is a reporting struchetveen different roles. An accounting clerk delitthe
customer after delivery of goods could appear ks ro

Organisational unit — organisational units can have a hierarchicalcsire. For organisational units, the
hierarchy represents the department structure oérderprise, which allows to subdivide/aggregatsiriess
units. An accounting department could be an exani@lean organisational unit consisting of the ralfe
accounting clerk.

Person — is a class representing human or other kindgehts responsible for carrying out the work assedia
with the organisational unit he or she has beeigread. A clerk in an accounting department couldal®mple
example of the class Person which is in this casgaed to a role accounting clerk.

3.1.1.4 BusinessRuleview

3.1.1.4.1 Decision Business Rules

There are two types of business rules that carsed in the VIDE CIM level languages: decision andstraint
business rules. Decision business rules are useédecribe complex branches of the control flong.df the
decision which activity is the next to execute defeon the combination of several subdecisions.

Therefore decision business rules consist of omaae statements. Each statement consists of lmssuagiable
values and one activity. If the business varialiiase the values which are described in the statemhen
activity, which is referred to in the statementei®cuted. One decision business rules can carigiste or more
statements. The statements have an OR relatiorebateach other. Optional a last row can be addkithw
contains the keyword “else” as condition. The acttivhich is assigned to this row is executed if ribeo
condition is true.

Decisions business rules are defined as follows:

P be a business process.
Activity € P.

Notation for decision businessrulesin EBNF:
G={S,T.N,P}
S:={S}, T:={ or, and, a..z, A..Z, 0..9, else}, N:={S, OP, CONDITION, ACTIVITY, VALUE, BUSINESSVARIABLE }
P:={
S->SorS
S->CONDITION then ACTIVITY
CONDITION->BUSINESSVARIABLE = VALUE
CONDITION-> BUSINESSVARIABLE = VALUE and S
S-> else then ACITVITY
VALUE>{a..z| A..Z| 0..9}"
BUSINESSVARIABLE**>{a..z| A..Z| 0..9}"
ACTIVITY->"An activity, that is part of the same model the business rule is used in.”

}

The usage of decision business rules is depictdtkifollowing example:

The business process models describe both thd epgafiaisal of customer. The credit is approved if
» the customer’s credit rating is good and his incésmegular or
« if his rating is good and his payment behaviouelgble and his income is irregular.

The example shows the decision business rulesethrte the complexity in this case.

% The business variable represents a fact of ecanmefgivance, e.g. cost, cycle time, customer cagegtc.
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Figure 34: Examplefor decision businessrules

3.1.1.4.2 Constraint Business Rules

The second type of business rules that are sughbstehe VCLL are constraint business rules. Thay be
annotated to any model element on the CIM level stade constraints from a business point of viear. F
example defining that an order process can beestdry a phone call is not possible for new custemer
Constraint business rules are constructs whichsandar to natural language in order to make theamilg
accessible for business users. However, to avadatihbiguity of natural language the parts of castr
business rules are further defined. For this pueptise use of natural language has to be restriotdte use of
standardised statements [EndlO4]. In addition ttab#ished approaches like RDF [W3C04a] or OWL
[W3C04b], which both focus on semantic-web-techgi@s, the approach “Semantics of Business Vocapular
and Business Rules Specification” (SBVR), whichd&fined by the OMG, proves to be a well developed
concept for describing business rules in an erissrmontext.

The people addressed by the SBVR-specificationnaimly users from the business domain, who shoeld b
enabled to formulate rules in a structured but &asy comprehensible manner. There is also a focuhe
necessary transformation of the formulated rulés ifi-systems. The SBVR defines specificationstfar used
vocabulary as well as syntactical rules, to allostraictured documentation of business vocabulabiesiness
facts and business rules. Furthermore, the spatdit describes a XMI-scheme to share businesshuimaes
and business rules between organisations and k&rags The SBVR is designed to be interpretablaédipate
logic with a small extension in modal logic. It @lslefines demands towards the behaviour of IT-gyste
regarding their ability to share vocabularies anlds that complies with the specification [OMGO5].

The SBVR-approach uses three perspectives on tassiakes. The first perspective is derived fromtibsiness
rules mantra [BRGO6] and supports a simplified agjpnation towards a business rule. This perspedtcaild
support the communication with people who are roniiar with the approach, e.g. decision makerse Th
second perspective is the representation. It comtéie specifications of SBVR which should be used
formulate vocabularies and rules. The third perspeds the meaning. It contains the underlying aetits of
the used vocabularies and rules.

The SBVR expresses definitions and rules mainlyhim terms of a restricted and structured naturaligm
language. Therefore it is easy to understand thauntlzey can be checked by domain users for relevand
correctness.
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For the structuring and formalisation of the lamgpiahe SBVR specifies parts of sentences andeteptation.
As basic elements for the expression of busindss the elements “term“, “name”, “verb" and “keywlbrare
defined. For example a “term” is defined as a natnich is part of the used business vocabulary.omtrary,
the element “name” is an individual noun, ofteng@onouns and could be a specification of ternf&ich

element is formatted uniquelie(m Name verb, ).

A specific characteristic are the keywords, whioh @eclared explicitly by the specification and thoexpress
logical facts.

The SBVR specification differentiates betwegrantifications(e.g. ,each”, ,some*, ,at least one”, ,at leas),n”
logical operations(e.g. “and”, “or”, “or...but not both”, “if..then”), modal operationqe.g. “it is obligatory
...may...") and othekeywords(e.g.

that”, “it is impossible that”, “...must...”, “...must 1a.”, “...never...”,
“the”, “a, an”, “another”) [OMGO05].

Examples for the use of the specification are:

It is necessary that eapgntalhasexactly oneaequested car group

It is obligatory that th@urationof eachrentalis at mosB0 days.

or:

If the drop-off locationof a rentalis not theEU-Rent siteof the return branchof the rentalthen it is obligatory
that therentalincursalocation penalty charge

Corresponding to the earlier described perspectifese rules are settled in the perspective akesgmtation.
Furthermore, for being able to use these rulds, riecessary to formulate explicitly assumptioniiclv derive
from the rule. This results in a list of supportifagts. Supporting facts define the relation betwd#ferent
terms and names by the use of verbs. These fazistanduced in order to avoid misunderstandingtheruse
of synonyms and homonym.

The facts for the third business rule of the exanaflove could be:

rentalhasdrop-off location

rentalhasreturn branch

branchis located aEU-Rent site

rentalincurslocation penalty charge

thing, is thing,

The facts are grouped to a set of facts, whicklesed to a VCLL model. So all business rules ia orodel are
based on the same set of facts. This insureshbed fire no contradictions of facts in one model.

3.1.2 Additional OCL constraints
In order to refine the metamodel the object coigttanguage (OCL) is used to define the VCLL msoendly.

3.1.2.1 Pool-lane-lane element relation

1 A PoolMUST contain 1 to n lanes.
(that is a Lane Element always belongs to one lane)

OCL constraint rule 1:
context Poolinv: lanes->size() >= 1

3.1.2.2 Sub-process-lane element relation

2 A Sub-ProcessiusT contain at least 2 lane elements
(to avoid meaningless, potentially endless empyanchy)

OCL constraint rule 2:
context Sub-Procesmv: lane_elements->size() >= 2
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3.1.2.3 Event types
3 StartEventvAy BE of types Message, Timer, Rule, Link or Multiple.

OCL constraint rule 3:

context StartEveninv: eventType = ‘Message’ or
eventType = ‘Timer’ or
eventType = ‘Rule’ or
eventType = ‘Link’ or
eventType = ‘Multiple’

4 IntermediateEventiay BE of types Message, Timer, Error, Cancel, CompemsaRule, Link or Multiple.

OCL constraint rule 4:

context IntermediateEvennv:  eventType = ‘Message’ or
eventType = ‘Timer’ or
eventType = ‘Error’ or
eventType = ‘Cancel’ or
eventType = ‘Compensate’ or
eventType = ‘Rule’ or
eventType = ‘Link’ or
eventType = ‘Multiple’

5 EndEventvAy BE of types Message, Error, Cancel, Compensatiork, INtultiple or Terminate.

OCL constraint rule 5:

context EndEveninv:  eventType = ‘Message’ or
eventType = ‘Error’ or
eventType = ‘Cancel’ or
eventType = ‘Compensate’ or
eventType = ‘Link’ or
eventType = ‘Multiple’ or
eventType = ‘Terminate’

3.1.24 Sequence flow
6 SequenceFlowmusT NOT connect two FlowObjects from different Pools.

OCL constraint rule 6:
context SequenceFlow

inv:
let pA : Pool = self.target.lane.pool
let pB : Pool = self.source.lane.pool
in
PA =pB

The both self.*.lane.pool evaluate to Pool instarwecause of the cardinality1.

7 StartEventmusT NOT be a target object of a SequenceFlow.
8 EndEventMUST NOT be a source object of a SequenceFlow.

9 Artifact MUST NOT be a source of a SequenceFlow.
10 Artifact MUST NOT be a target of a SequenceFlow.

11 PoolMUST NOT be a source of a SequenceFlow.
12 PoolMUST NOT be a target of a SequenceFlow.

13 LaneMusT NOT be a source of a SequenceFlow.

2 Compare OCL 2.0 Specification. ptc/2005-06-08183.

-60-
© Copyright by VIDE Consortium



FP6-1ST-2005-033606, Visualize all moDel drivEn gnamming Work Package 7 -veehble 7.1

Version 1.18 D&d1.2007

14 LaneMusT NOT be a target of a SequenceFlow.

15 DataObjectMusT NOT be a source of a SequenceFlow.
16 DataObjectMUsT NOT be a target of a SequenceFlow.

17 RolemusT NOT be a source of a SequenceFlow.
18 RolemusT NOT be a target of a SequenceFlow.

19 Constraint BRUWUST NOT be a source of a SequenceFlow.
20 Constraint BRMUST NOT be a target of a SequenceFlow.

21 Decision BRMUST NOT be a source of a SequenceFlow.
22 Decision BRMUST NOT be a target of a SequenceFlow.

OCL constraint rules 7, 10, 12, 14, 16, 18, 20, 22

context SequenceFlow

inv: target —> forAll(t | not
(t.ocllsOfType(StartEvent) or
t.ocllsOfKind(Artifact) or
t.ocllsOfType(Pool) or
t.ocllsOfType(Lane) or
t.ocllsOfType(DecisionBR)

)

OCL constraint rules 8, 9, 11, 13, 15, 17, 19, 21:

context SequenceFlow

inv: source —> forAll(s | not
('s.ocllsOfType(EndEvent) or
s.ocllsOfKind(Artifact) or
s.ocllsOfType(Pool) or
s.ocllsOfType(Lane) or
s.ocllsOfType(DecisionBR)

)

3.1.25 Messageflow
23 MessageFlowiusT connect two objects from different Lanes

OCL constraint rule 23.
context MessageFlow

inv:
let IA : Lane = self.target.oclAsType(Lane Element)da
let IB : Lane = self.source.oclAsType(Lane Elementgla
in
IA<>1B

The both self.*.lane evaluate to Lane instancesis of the cardinalitydand re-typing”®
24 StartEvent must not be a source object for a Metday.

25 IntermediateEvent must not be a source object fdessageFlow.

26 EndEvent must not be a target object for a MesdageF

27 Artifact MUST NOT be a source of a SequenceFlow.

28 Artifact MUST NOT be a target of a SequenceFlow.

29 LaneMUST NOT be a source of a MessageFlow.
30 LaneMusT NOT be a target of a MessageFlow.

2 Compare OCL 2.0 Specification. ptc/2005-06-063B3.
2 Compare OCL 2.0 Specification. ptc/2005-06-088p.
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31 GatewaymusT NOT be a source of a MessageFlow.
32 GatewayMusT NOT be a target of a MessageFlow.

33 DataObjectmusT NOT be a source of a MessageFlow.
34 DataObjectmusT NOT be a target of a MessageFlow.

35 RoleMusT NOT be a source of a MessageFlow.
36 RoleMusT NOT be a target of a MessageFlow.

37 Constraint BRMUST NOT be a source of a MessageFlow.
38 Constraint BRMUST NOT be a target of a MessageFlow.

39 Decision BRMUST NOT be a source of a MessageFlow.
40 Decision BRMUST NOT be a target of a MessageFlow.

OCL constraint rules 26, 28, 30, 32, 34, 36, 40:
context MessageFlow
inv: target —> forAll(t | not

(t.ocllsOfType(EndEvent) or
t.ocllsOfKind(Artifact) or
t.ocllsOfType(Lane) or
t.ocllsOfKind(Gateway) or
t.ocllsOfType(DecisionBR)

OCL constraint rules 24, 25, 27, 29, 31, 33, 35,3®:
context MessageFlow
inv: source —> forAll(s | not

3.1.3 Graphical Notation of the VIDE CIM level language

( s.ocllsOfType(StartEvent) or

s.ocllsOfType(IntermediateEvent) or

s.ocllsOfKind(Artifact) or
s.ocllsOfType(Lane) or
s.ocllsOfKind(Gateway) or
s.ocllsOfType(DecisionBR)

Model element

Description

Graphical notation

Pool

A Pool represents a Participant in a Process.

It is also acts as a “swim lane” and
graphical container for partitioning a set

of

activities from other Pools, usually in the

context of B2B situations.

Pool

Lane

A Lane is a sub-partition within a Pool and

will extend the entire length of the Po

either vertically or horizontally. Lanes dre

used to organize and categorize activities.

ol,

Lane

Pool

Lane
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Group

A grouping of activities that does not affect
the Sequence Flow. The grouping can be used
for documentation or analysis purpoges.
Groups can also be used to identify the
activities of a distributed transaction thaf is

shown across Pools.

Media Object

Is an unstructured data that could be atta¢ched
diagram.
MediaObjects could be hand-written texts,

to every element in the

Video

recorded audio data of interviews or vid¢€os
enriching the background knowledge of the

model element they are annotated to.

Audio

Text

Sequence Flow

A Sequence Flow is used to show the order
that activities will be performed in a Process.

M essage Flow

A Message Flow is used to show the flow of
messages between two entities that |are
prepared to send and receive them. In BPMN,
two separate Pools in the Diagram will

represent the two entities.

Association

An Association is used
information with Flow Objects. Text and

graphical non-Flow Objects can be associated

with the Flow Objects.

to associate

Data Object

Is an interface to a data view, for example a
list of workers in the warehouse with their
data used to choose the appropriate one to

deliver goods to customers.

Name

Key attribute: type
Attribute: type

© Copyright by VIDE Consortium
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Attribute

Each DataObject or Relationship insta
may have attributes that describe obj
specific properties.

nce
eCt-

Name

Key attribute: type
Attribute: type

Relationship

Is used to associate DataObject instances
each other. This type of association may
have additional attributes that cont
relation-specific information.

with
also

Role

Is a model element that derives from
organisational view and creates and |
between the organisational and the pro
view.

the
ink
Cess

Per son

Each person may be assigned a role in
organisation. A person may also be assig
no or many roles depending on qualificati
these roles require.

the
ned
NS

Organisational
Unit

Each organisational unit is a subpart of
enterprise hierarchy. It is related to roleg
roles may be parts of organisational units.

the
as

Constraint BR

This class [SSWO06] represents a functig
category of Business Rules that restricts
structure or properties of actions.

nal
the

It is necessary that each
rental has exactly one
requested car group.
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Task

A Task is an atomic activity that is includ
within a Process. A Task is used when
work in the Process is not broken down t
finer level of Process Model detail.

ed
the
o a

Task

Sub-Process

A Sub-Process is a compound activity that is
included within a Process. It is compound in

that it can be broken down into a finer le

vel

of detail (a Process) through a set of qub-

activities.

Sub-Process

Wor kflow task

A workflow task is one step in a workflow.
represents the actions that are executed b
activity which is called in this ste

Additionally to its description it contains the

application which is evoked by the WfMS
this particular step.

—

y the

in

Application

StartEvent

As the name implies, the Start Event indicates

where a particular process will start.

O

Intermediate
Event

Intermediate Events occur between a Start

Event and an End Event. It will affect t
flow of the process, but will not start
(directly) terminate the process.

he
or

O

EndEvent

As the name implies, the End Event indicad
where a process will end.

ites

O
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Parallel Gateway | It is a place in the Process where activilies
can be performed concurrently, rather than

sequentially.
Event-based This Decision represents a branching ppint
Decision where alternatives are based on an Event| that
occurs at that point in the Process. The
specific Event, usually the receipt of| a
Message, determines which of the paths will

be taken. Other types of Events can be used,
such as Timer. Only one of the alternatives
will be chosen.

Data-based This decision represents a branching ppint
Decision where alternatives are based on conditional
expressions contained within the outgoing

Sequence Flow. Only one of the alternatives
will be chosen. or

Inclusive This Decision represents a branching ppint
Decision where alternatives are based on conditional
expressions contained within the outgojng
Sequence Flow. In some sense it i§ a
grouping of related independent binary
(Yes/No) Decisions. Since each path| is
independent, all combinations of the paths
may be taken, from zero to all. However} it
should be designed so that at least one path is
taken. A Default Condition could be used to
ensure that at least one path is taken.

Complex Complex Gateways are present to handle
Decision situations that are not easily handled through
the other types of Gateways. Complex
Gateways can also be used to combine a set
of linked simple Gateways into a single, more
compact situation.

Decision BR Is a kind of a Business Rule that helps
making decisions during process execufiop Condition Acivity
through differentiating between possibl Expected | Current
situations. turnover | working load
low - terminate
high low terminate
high high qualification

3.2 Modeéling example

This section provides an example which depictssmemario in all views of the VCLL. It is based anexample
provided by SAP and deals with the generation airss opportunities. The example will demonsthate
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VIDE applications are modelled on the CIM level aintegrated into existing software environmentse Th
opportunities identification should extend an aleaxisting Customer-Relationship-Management (CRM)-
System. Therefore the orchestration ability of VIdEuUsed. The new part is designed as two new VIDE
applications that are linked by the WfMS. In thehastration model below each activity represeresctill of
one application. The called application is statetha lower right corner of each workflow activitifter the
first activity there is a branch, where the proasss be terminated.

Identify opportunity

VIDE Opp. Manager

Condition Activity
Expected | Current
turnover | work load
low - terminate
high high terminate
high low qualification|

Qualification

VIDE TeamPlaner

Sell opportunity

SAP CRM

Figure 35: Process view, aggregated for orchestration

As the last activity “sell opportunity” is just ioking an existing system only the first and secantivity are
refined for their implementation. This is done lie thext model. It describes the business processiiould be
supported by the software. Additionally the datt ils used, like “customer data”, roles, like “offibased sales
employee” and business rules are used. There iscongtraint business rule attached to the whol&ipct
“identify opportunity” which describes further cdrants on the business level. Furthermore decibigsiness
rules are used for the branching of the contrakflMoreover two media objects are used. One isovated the
other one a document which creates a link to ttiernmation that has been gathered during the praviou
requirement analysis.
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opportunity
be offered
customer.
e Condition Activity
Identifiy i bffice based Bffice based - - N Expected | Current
opportunity | [Sales emp. Sales emp. Dffice based ield Service Dffice based Dffice based Sales Team turnover | work load
Sales emp. emp. Sales emp. Sales emp. Leader Tow - terminate
high high terminate
high low qualification

[available]

Check
Create an available
oppotunity customer

data

dentify Obtain and
most repare
suitable prepa
o visit
entry point

Initial need Calculate Clearify
analysis Forecast feasability

[not available]

Update
customer
data

I Opportunity I I Party

[+1[+

Dffice based
Sales emp.

(

Qualification
" Understand
cn::te;r:g's Decision
time schedule Making
Process
Dffice based Dffice based
Sales emp.

Sales emp.

Sales Team
Leader

Sales
Director

Define Sellin Evaluate [go]
Team QH “Go/No Go* }—> Strategy and

Ino gol

(

Define

Action Plan

Sell opportunity .

Dffice based
Sales emp.

Figure 36: Detailed process view

The data objects and the roles are further definetifferent diagrams. The data view shows threta d@jects,
their attributes and their attribute types. On @i# level only business relevant attributes arecijesl. The
organisational view shows the hierarchy of theedéht roles, e.g. the field service employee ioniipg to the
sales team manager. Each role is assigned to doedireg department and the employees are assignexdes.
The assignment of employees to roles can be usdtebyfMS by the instantiation of roles.

Mr. Taylor ‘ Dié%oat%fs
Party Item
Role:text 0.* buys » 0..* EAN:r_1u!nber
Nemeiot e q
Phone: text Price: currency
Rating:text
0.* 1. Mrs. Meyer ’

ield Service
emp.

Opportunity

0.5 0.5
L Y- | Name:text b
«is offered to | Reposible employee: text Consists of P>

Mr. Smith

Office based
Sales emp.

Priority:text

Mrs. Smith

Figure 37: Data view

Figure 38: Organisational view

The last part of this example shows the facts shaport the constraint business rule used in thegss view.

The facts are defined according to SBVR. As follows
Itemis product

Serviceis product

Customeibuysproduct

Productcan beanopportunity
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thing, is thing,
The facts can be used in this example for instaocdlustrate, that the business rules that appfas
opportunities includes services as well, becays®duct can be an opportunity and a service camfreduct.
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4. Business processes supported by VIDE

This chapter is dedicated to task 7.1, which aitfinding criteria for business processes thatsangported by
VIDE. Therefore in section 4.1 a classification excta for business processes based on the literature
developed. In section 4.2 the business procesgpogad by VIDE are characterised and not suppdytees of
business processes are excluded based on thigicEs schema.

4.1 Classfication of business processes

Business processes can be classified by differéetria. An important criterion for the use and esiplly the
economic benefit of a software support for businesxesses is thenepetition rate The repetition rate as
criterion for the classification of business pramssis proposed by several authors [LeRo00], [S2hmO
[Maur96], [Ders99], [Rath94], [Reij03], [Giag01] drjPiRe85]. Despite this criterion being very commrtbe
values that describe the repetition rate diffemeein different authors. In order to categoriseedét possible
values we distinguish between three categoriesepétition rate: singular, sometimes, frequentlyng8lar
business process only execute once. These areebaginocesses which are individual for each customare
research and development processes which areamutastlised. Business processes that are executedis®s
are not processes that occur in the daily busibeseccur more than once. An example would be thatmn of
a balance sheet once a year. The last categorpinenbusiness processes that occur frequently.eThes
processes from daily business, which can includiants, but are standardised and documented.

A second criterion for the classification of busiag@rocesses is thelegree of structureThe degree of structure
as classification criterion is used by several aghe. g. [She+97], [DHLS96], [Ders99], [Maur9@PiRe85],
[Schm02] and [Aals99]. The distinction between elifint degrees of structure is stated differenBzZG02]
differentiate between ad-hoc processes and stes;ture-defined activities but ad-hoc processed, @e-
defined processes. By ad-hoc processes they mesinebs processes that are not structured, planmgd a
documented. Their run-time behaviour is defined wmotil their execution. The second category cossisdt
planned activities, which can be aggregated to sinkss processes at runtime. The third categorgistsnof
planned, managed and standardised business precesgsere each activity as well as the whole proégss
known at its build-time. The other references nmed above describe the first category as hasiiipnéd or
unstructured. The second category is not mentiamedl references. The third one is described asgired or
formally defined. In order to get an intuitive foufation the categories are described as unstrutigemi-
structured and (fully) structured. Unstructurederefto business processes where the activitieghendontrol
flow of the business process is not defined atrtheild-time. The opposite are structured busirEsEesses.
Business processes are classified as semi-strddtutieeir activities or their control flow are fgr defined at
build-time.

The next criterion is thalignment of business processesstrategic levels [Heil94], [ZhCh03], [Gui+06€],
[Korh07]. Traditionally in economics three diffetetevels are defined: the strategic, the tacticadl dhe
operational level. Strategic business processe® she purpose of long-time planning and definitafrgoals.
These business processes usually require creadivityare not standardised. In order to realiséesfi@goals the
strategic business processes are refined intacéhdiusiness processes. They usually have a maltimge.
These tactical business processes are refined agaioperational business processes. The opestinsiness
processes are executed in every-day work. Theianeaft business value is done by this type of psses.

The next criterion is the stability drequency of changeef the business processes [AaHe02], [Maur96]
[Ders00]. Some business processes are have todpeddfrequently, e.g. for each project. Otherdranged
rarely and other are very stable. The last categarydescribes business processes that are predddy laws,
which won't be changed for a long time.

Another attribute of business processes is teinularity [She+97] [BeZu99]. The can be modelled in a very
detailed manner, so that the activities of the esses can be further refined in a reasonable manner
Compounded business processes have parts thaeited but other parts that can be refined by tailéel
process. The highest granularity is aggregatechbasiprocesses. They are often depicted as vadiresciThey
show the relation and order of groups of processsste. g. that the marketing activities are daferk the sales
activities.

Additionally several authors classify business psses by thealuethey create [LeR0o00]. [LeRo00] distinguish
between business processes of low and of high éssinalue. Business processes that create a lae aad
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mostly administrative and support processes. Theyacessary in order to create goods or servigeddinot
create saleable products. Business processes Witfinaalue creation are customer-oriented coregs®es.

Furthermore business processes can be classifietthdly scope agntra- or inter-organisational[DaSh90]
[BZG02] [Haus96]. Intra-organisational businessgasses take place within one enterprise. All oggitnal
units, hardware and software systems that take ipatihhe processes belong to the same enterpriser- In
organisational business processes take place betimeeor more different enterprises. This type obibess
processes requires interfaces between the applicatistems that are used in different enterpridedicial
aspects have to be considered and security adpeego be taken into account.

In addition, the use opersistent dateof a business process can be different [PiRe9&]d88]. Business
processes can just check information or transfodafaned input into an output. This type of busmpsocess is
very rare. They don't use any persistent data.Sewend type of business processes uses persiatarut does
not create or change it. The largest group of lassprocesses use, create and change persistent dat

A very important criterion for the classificatiorf business processes is tlevel of automationShe+97]
[Deru96], [Jung05], [KiMa05]. Three levels are digished manual, semi-manual and automated. Manual
business processes are executed by employees tvitking application systems, e. g. service or clingu
processes. Semi-automated business processeseagesk by humans but supported by application Byste

e. g. an employee enters the personal data oftarnasin an application and the system checks d¢hsistency

of data. Automated processes run without humarraaot®n. They are performed completely by applarati
systems, e. g. bookings on bank accounts from ank to another, which run as batch job every night.

Two other attributes that classify business prozesse theumber of process participaniShe+97], [UMB99]
and thenumber of parallel instancegvient99]. The number of processes participantslassified into two
categories: high and low. The number of parallstances can be one, which means there is no piarallét
can be also be some or many. Some means a smdlenahinstances below ten.

Another attribute of a business processes is datard referring to the data that is involved ire thusiness
process. It is the necessity of usirgnsactions which can either be required or not. If it isugqd the business
process has to ensure that it will be completedessgfully or comes back to the starting state agaig. the
transfer of money from one bank account to anothas to be done completely and shouldn’'t stop after
withdrawing the money from the first account anébbe in-payment to the second account.

The attributes for the classification of businesecpsses and their possible values are summanses i
morphological box in Figure 38.

Attribute Value
repetition rate singular sometimes frequently
degree of structure unstructured semi-structured structured
alignment strategic tactical operational
frequency of never sometimes often
changes
granularity detailed compounded aggregated
value creation low high
process scope intra-organisational inter-organisational
usage o_f persistent none low high
information
level of automation manual semi-automated automated
# of_p_rocess low high
participants
# parallel instances one | some | many
transaction . .

. required not required

necessity

Figure 38: Morphological box for business process classification
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4.2 Criteria of Business processes supported by VIDE

After criteria for the classification of busines®pesses have been presented, this section aasié business
processes that are supported by VIDE. For thisqgaepfor each category defined above, the suppbusithess
processes are classified.

For the repetition rate, VIDE is able to suppolttygbes of business processes. But in additiortherosoftware
development methodologies the software developngetdo expensive for a process which is only exatut
once in the same way. Therefore a software devedoprproject is only reasonable if there is a traffe-
between the resources spent in software developamehthe benefit the developed software create¥IBE is
aimed particularly at rapid software developmelng $oftware development is going to become lessresipe
and therefore more reasonable for business pracésseare only executed sometimes.

Concerning the second criterion, only defined parftsa business process can be implemented. Therefor
structured business processes are supported by.\BBgi-structured business processes can be tneitethe
VIDE methodology in two ways. If the control flow the business process is completely available theould

be used for the orchestration of VIDE applicatidrased on a workflow management system. Otherwise th
structured and detailed activities can be impleegntsing the CIM-to-PIM transformation wizard thaDE
offers. Unstructured or ad-hoc business processeqat supported by VIDE as the logic of the busine
processes is too vague to create an executablapt&st

Regarding the strategic alignment of business psEs® VIDE could support all three levels. But an
implementation for the support of creative decisiavhich have to be taken in strategic or tactiaaitess
processes are difficult to describe as businessegses and to implement in software. Therefore VdDEports
especially the implementation of everyday busin@sxesses with relation to internal or externalt@uers,
which are located at the operational level.

Similar to the repetition rate the frequency of mi@s has an economic impact on the software dewelop
process. Business processes which are unchangadety changed just need to be implemented oncecand
stay unchanged. Unfortunately changing businessetpdhorter product lifecycles and new competifars
markets increase the need to change business pescasd shorten the time in which they remain umgpéd
Therefore the software that supports business psesehas to be changed more often as well. As éIBIEs its
MDA approach at the CIM level and keeps the retatmetween CIM and PIM objects (see WP 5) the
implementation of changes is relatively fast, beeachanges in business processes can be propagatesl
PIM level. Therefore VIDE supports frequently chadgand unchanged business processes as well. 8ooit
economic reasonable to implement business procHssesre changed faster than it took to implentizemn.

Regarding the granularity of business processes,types are supported. Detailed business processdidh
cannot be further refined from a business perspectian be transformed into PIM models. Compounded
business processes can be used for orchestratienadtivities which can be further refined are rdgd as
black boxes and an appropriate application is iedaby the WfMS.

The value creation also addresses economic isBues an implementation point of view business psses
with a low value creation as well as processes witligh value creation can be implemented with VIBEt the
benefit that arises from an implementation of aifess processes with a low value creation candsetlan the
effort for the implementation. Therefore VIDE esjadlg supports business processes with a high valeation.

The process scope that VIDE regards is on intrargsgtional business processes. The modelling &ges
VIDE uses on CIM and PIM level don't consider spédnformation such as the description of interface
mechanisms for information hiding between differemterprises. Because of the fact modelling ofrinte
organisational business processes and softwane eawva field of research [R6Sc01], [Schu02] [ScOrGh]s
kind of models are not in the scope of the progext the methodology being developed.

Concerning the usuage of persistent informatiorDElis designed to handle persistent data. Mostnbssi
applications use, create or manipulate data. Toerdghe VIDE CIM level language has its own DATAWi in

order to describe data objects and their usagéanbtisiness process. PIM level language elementdafia
definition and queries on databases have beerdintenl. Therefore VIDE can handle all three typelsusiness
process in regard to their usage of persistent data
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The level of automation that business processesegesis crucial for their implementability. VIDE pports
business processes that are fully automated. Téeye described at CIM and PIM level and/or be estrated

in the sense of the VIDE approach. Semi-automatesinbss processes can be described on the CIM level
because the CIM modelling language also allows déscription of activities that are executed maryuall
However, on the PIM level, manual activities canibet described. Therefore in semi-automated business
processes the whole business process is desctiltled &M level but only the automated part is $fenred to

PIM level. Manual business processes can be descab the CIM level in VIDE, but are not implemehte

Regarding the number of participants and parafigiainces that VIDE can support a limitation is agien by
the target platform on PSM level. If the PSM legapports multiple instances and is able to handirge
number of users VIDE can be used for this kindystem.

Regarding the last classification criterion, thechef a business process for transaction suppditE\partly
supports transactions. As VIDE is based on datababe transaction concepts of databases can kb use
Therefore a transaction support for data is redligait transaction support for the process steqadfits only
partly possible. The VIDE CIM level language offéhe concept of compensation. This does not allawila
back to be done, but defines actions that have tondlertaken in order to undo an activity. As tasadiption of
compensations on CIM level are done in the sameasafe description of normal business processssdin

be implemented at the PIM level as well. Therefoi®E offers a full transaction concept for data and
compensations for business process activities.

An overview of the type of business processesat@asupported by VIDE gives the following table:

Attribute Value
repetition rate singular sometimes frequently
degree of structure unstructured semi-structured structured
alignment strategic tactical operational
frequency of never sometimes often
changes
granularity detailed compounded aggregated
value creation low high
process scope intra-organisational inter-organisational
usage olf persistent none low high
information
level of automation manual semi-automated automated
# of.p.rocess low high
participants
# parallel instances one | some | many
transaction . .

: required not required

necessity

Figure 39: Classification of business processes supported by VIDE

In general VIDE supports all types of executablsibess processes. The only requirement is thabubmess
processes can be described by a set of actiorateocflow between them, and data objects theviiets are
working on. The type of business processes whiehsapported optimally are business processes whsth
display, create or change data. These actiong/pieatly for administrative processes, such as baph flight
or the administration of a warehouse.

Other domains, such as real-time or embedded sgstm® not in the focus of VIDE. Furthermore VIBEniot
designed to depict very complex algorithms, sucthase used in Artificial Intelligence systems, dngse these
kind of systems require a large number of loopanbines and case differentiation which are diffibultlescribe
in the control flow of the VIDE CIM level language.
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5. Procedure Model for the VIDE software development

process

This section describes the VIDE software develognmncedure model. It is structured in two partsstF
existing software development procedure model argluated and then the VIDE software development
procedure model is described.

5.1 Evaluation of existing softwar e development procedure models

5.1.1 Thewaterfall modd

This software development procedure model is ortb@bldest existing process paradigms. It wasoeédbd in
1970 by RYCE [Ro70] through deriving from more general systamgieeering process models (the stage-wise
model by BENINGTON [Beni56] [Balz98]) and enriching it with feedbackates [SommO07]. The waterfall model
includes all the four basic activities — softwangedfication, design and implementation, validatiand
evolution — and combines them in a sequential dgveent process. This model was named after therfatkte
like diagram representing the process, where oasefiows into another, thus building a waterfalse. This
representation also means that the reports frorpringous phase should be transferred to the mextensuring
information is passed forward through the model.

In the following paragraph the main phases of tlaevfall model are described. The classic modeRbyCE
consists of five stages as shown in Figure 40. §la¢so exist derivative models that extend these fihases
over six and up to seven stepsA(BERT describes seven phases: system requirements aseftequirements,
analysis, specification, implementation, testind amintenance [Balz98]). These latter models ateliscussed
here only the classic waterfall model bg¥E.

Requirements
definition
A
Y
System and

software design

[y
Implementation
and unit testing

Y
Integration and
system testing
[y
Y
Operation and
maintenance

1. Requirements definition — in this phase, the ihitequirements for the end product, its system
environment and product users are defined and a&er lised in the next phases. This phase is
sometimes divided into a phase of system requir&ard a phase software requirements.

Figure 40: Waterfall process models[SommO7]

2. System and software design — in the first partsystem and software requirements are extracted from
the first phase. Then the overall system architecéwolves from these requirements. The next gart i
essentially designing of the software architecture.

3. Implementation and unit testing — as soon as soétwasign is completed, it is implemented. Thesunit
of software code need to be tested for defecteddfsts behaviour conforms to specification.
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4. Integration and system testing — once softwaresurdte been verified, the units should be intedrate
a complete system and tested as a whole. This guoeehecks if the software meets its requirements
as stated in the first phase.

5. Operation and maintenance — after the softwardéas delivered to the user, it should be instadied

utilized. This covers the operation part, whereaimtanance part involves

- correcting defects in the software product not aése in the previous phases

- designing new components that meet the changingnesels and

- improving the existing implemented features.
It is stated that this phase could be the most resipe one compared to the previous four. If the
complete software product exists for a long tinhés ifeasible to assume that there would appear new
features needed to be included in the product, éxtesnding time spent on this stage. The same time
expansion could be caused by the defective impléatien, which in turn requires time efforts to
correct these.

The advantages of the waterfall process modelsfellaws:
- each stage produces extensive documentation. Beedusf the steps are carefully monitored,
the process could resume at any stage in cas@oéss interruption.

- this documentation suits other process modelsrifigh faster integration with other system
projects if desired.

- the process is simply represented and requiresni@ssgement efforts. The software product
under development can be easily reviewed, stoppedianced in case of severe emergencies.

- user interaction is only needed at the beginningpéndefinition phase. User interaction usually
takes much time and needs to be confirmed by biokbssIn case these interactions are
frequent it can result in slowing down the develepin

The disadvantages of the waterfall process moaehsifollows:
- documentation produced at each stage could becoreewbelming. If reports are more
important than the development itself, then it ifiallt to maintain the adequate software
quality level at the same development velocity.

- requirements have to be stated in the very beginmesulting in less flexibility. If the
development takes much time, as it is in case @felgrojects, it is almost impossible to
anticipate all the needed features the system dipmsgsess at the end.

- each stage has to be executed sequentially whictsoimetimes inflexible. At the
implementation stage, it might be desirable tograée the units as soon as the next one is
completed to check each and every relation. It didnd prohibited by the waterfall model as
the integration shouldn’t be done until each arergwnit is fully implemented and tested.

Hence, the waterfall process model should only sl uf the requirements can be stated in the bagjrof the
process and are not going to change drasticallijpguhe development. This type of process modalds used
in other engineering projects, which means that fiiocess model could be used in large-scaled gispje
especially for subprojects of larger system engingegprojects [SommOQ7].

5.1.2 TheV-modd

This process paradigm proposes an extension taerfalh model. It was introduced bydgHM in 1979 and is
enriched with quality assurance of the softwaregss [Boeh79]. The V-model thus incorporates vabdaand
verification in the software development processngidering validation and verification this modelutd be
represented in the V-formed diagram, which the \Welalerives its name from (see Figure 41). The fmsic
activities of the system development process -wsoé specification, design and implementation,dadion and
evolution — are sequentially executed with the ity of changing cycles and constant creationtests at
different levels of abstraction.
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Verification — the process that determines whethercomponents of the system and the system hséldve
like they should after specification. The inforngalestion asked during verification is as followls: the product
correct?”

Validation — the process that determines whethersibftware product is the appropriate one for ywtesn
requirements stated before and user interactioimglglystem usage. Informally one asks the followjogstion:
“Is the product the right one?”

»

« A
-
i Application scenarios idati
Reqm.re.r'.nents o Acceptance test Validation
definition
. . Test cases
Preliminary design System test Verification
«
Test cases
Detailed design = Integration test

Module Test cases ;
implementation Mechiiest )

r|

Figure 41: The V-model [Balz98]
The V-model consists of four sub-models:

- System engineering — deals with the developmentraaithtenance of the system itself. This
sub-model is in principle the core of the V-modwlttis very similar to the waterfall model. It
indeed elicits requirements, makes a system desigplements the system, integrates
components and documents each step extensivedgldition, each step has to be verified and
the whole system has to be validated.

- Quality assurance checks whether products are nuortim specification at the different levels
of abstraction. It tests modules, relations betwemuules, the system as a whole and its
acceptance by the users.

- Configuration management leads to adjustment oyiseem components. If some components
are being refused or have to be more thoroughlyoetded, but have been included in the
previous system releases, configuration managetakes part and includes these changes in
the next release.

- Project management supervises the project develupasethe whole. On the one hand, there
are project plans that are being presented and dat&rolled by the means of comparison
between “as-is” and plan data. On the other har@ept management also has to provide the
software development environment to work with.

The V-model assumes that the software developmadt rmaintenance process consists of activities and
products. The latter are the result of the fornTdre V-model describes the product states and oekttips
between products and activities. Activities canateeproducts, change its state or the content, eslsesome
products run through state changes as shown irrd-ig2. Firstly, it is planned to create a spegifioduct —
state “planned”, secondly it is being elaborated a&ontrolled through a certain developer — stateirity
processed”. In the third stage later it is presated taken in the configuration management — $paesented”.

In case of product refusal it has to be elabordtgther and changes its state to “being processegiin,
otherwise it passes the quality assurance and ekaitg State to “accepted”. Feasible changes méy twm
incorporated in further product versions as statedonfiguration management.
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Figure 42: Product statesin the V-model [Balz98]

There are also different roles defined in the V-glazbncept that can be associated with each actiVliese
roles describe the qualifications, experience dillksneeded to conduct the associated activityedch sub-
model there is:

- one manager — presents the conditions of execafian activity and is the highest arbitration.

- one responsible — plans, leads and controls ths tsan activity.

- one or more executors — processes the planneddhaksactivity.

The V-model claims to be an universal one thatpisrapriate for different kind of processes. Becaofsgast
number of different types that could not be undeethe developers of the model there was a corpr@piosed
that helps adjusting the model itself at the preaesjuirements. This concept is called “tailoriragid takes
place in two steps: request for proposal and tectnailoring. The former defines the activitiesdgoroducts
before the development process begins throughidelef unnecessary entities. The latter definesdirsired
activities and products during the development @sea@fter the beginning of the containing activitiye goal of
tailoring is to assure the are not too much unngeteeumentations being produced, on the one hambltheat
no important documents are missing, on the othed ha

The advantages of the V-model are as follows:
- integrated, detailed description of system engingerquality assurance, configuration and
project management. This division ensures everyitapt aspect of the development process
is documented and the product quality is assured.

- allows standardised system development. Throughutingersality claim it would be possible
to apply this model to virtually every system erggiring project. The tailoring concept should
be useful to fulfil this.

The disadvantages of the V-model are the following:

- the concepts for large-scaled embedded systenmsaasderred onto other applications without
criticism. These could be infeasible to maintaia tble model proposed by this model in other
kind of projects. For the small-scaled projectsréhis too much undesired administrative
workload.

- threat of requiring certain software methods thfodgision into data and function views. It
may be desirable to introduce other views, to diffiiate between function and output views.

Hence, the V-model is appropriate when developargd-scaled projects where extensive documentatioin
constant quality, configuration and project managetnare required. The projects with high securityother
kind of risk would benefit from precise documertdatiand the possibility to qualitatively assure esip. The
small- and middle-scaled projects may suffer froomahating reports needed to be written during the
development. It is the same kind of danger the Ispnajects would suffer when using the waterfalldab only
that they would have to incorporate quality asscedn each step of the process.

5.1.3 Evolutionary development

The idea of this software development process misditlat sometimes it is easier to understand Wwhatto be
developed through elaborating requirements by thans of customer try-out. The initial experimemiadduct
is exposed to the end user and feedback is calleftitectly in order to define the desired refineisers soon
as the refinement is implemented, it is being neei@ once again and the next portion of improveménts
proposed. The final product is thus implementedubh a series of stepwise refinement of the infi@lduct
draft. This development process combines, unlile whaterfall and V-model, the four basic activitiglsthe
software process in an interleaved manner ratlaar separately, allowing rapid feedback between|dpueent
activities. This development model is illustratad-igure 43.
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Figure 43: Evolutionary development process [ SommQ7]

There exist two essential types of evolutionaryediewpment:

1. Exploratory development — this approach has thedabe to get the idea of user’s requirements
through stepwise development. It starts with theettgping of the product at the parts that are known
and then adds features demanded by the customergd#l is to deliver the final product through
gradually exploring customer’s requirements.

2. Throwaway prototyping — this evolutionary developmeype deals with experimenting with
customer’s requirements that are poorly understdbd. primary objective is not to develop a system,

but to get the idea of system requirements throimprovement of the existing customer’s
requirements.

The advantages of the evolutionary model are:

the possibility of developing the system that méleésimmediate needs of the customer. In this
respect the evolutionary model is often more eiffecthan the waterfall model.

system specification can be developed incrementd@lys, customers don’'t have to possess
the complete knowledge of the system requirememty tvould like to achieve with the

product. Instead, the rough image is enough atb#ginning, allowing gradual refinement
process.

The disadvantages of the evolutionary model afelksvs:

the process is not visible. In the systems thaelbgvover many intermediate versions, it is
often inefficient to produce documentation for ea€lthe small changes. However, managers
need to have feedback to be able to assess thesgrpoogress, which leads them to elaborate
workarounds in order to get enough information atloe process.

systems are often poorly structured. Even a perfaftware model can eventually get
corrupted, when many continuous changes are maele. idquirements could interfere with
the existing structure, making it difficult to ingmrate the according changes into the system.

Based on the advantages and disadvantages, iefsrgble to choose the evolutionary software deprakmnt
model when small- and medium-scaled projects dentanto consideration. It is also useful for réfminitial
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poorly understood customer requirements and candiatifying them so that another more structunggraach
could be chosen. On the contrary, the evolutiom@yelopment process model is not best suited fgelacale
long-life projects, because it is difficult to cathar all possible changes that could be made sbtlieafinal
product can be unstable using this approach. A aumatibn of the initial requirements refinement thgh
evolutionary modelling and application of the meteictured model afterwards may be desirable [SorhimO

5.1.4 Component-based software engineering

In large projects in which with many system parmséto be integrated, there might be source coctéss in
one system part that could be of interest for agrotme. In case the responsible developers knowtéabe
existing similar source code they might want to, ukey can adjust the existing sections for theieds, thus
saving efforts for development and related testing maintenance. The evolutionary approach destiibe
previous section and rapid system development ihatonnected to it, may profit from software reuse
[SommO7].

Informal reuse of software code is sometimes calleftivare cloning [BYMSB98]. The definition underig
this concept suggests that the copied source saderntical, but it is in fact misleading. Anottetvantage of is
that this concept is able to find similar code aujust it to the different needs. This conceptedéhtiates
between four different types of software clonegilging with identical code segments that are nedht easy
to identify and ending with semantically equivaleegments which identification may be difficult [Bd. The
reasons for cloning range from inability to devebopource code segment due to program or timesliimits to
text templating, where the copied text is custonhifze later use [KSNMO5].

In the recent years, the process of software dpusdait based on software reuse has appeared antdeuare
extensively used. This approach is called compehaséd software engineering (CBSE) and relies erfabt
that there is an extensive pool of software comptmthat can be integrated though a standardisedefivork.
Some of the components may be so-called commaeuéfidhe-shelf (COTS) products that provide theirrow
functionality and can be further reused. The compttased software development process is showigure
44,

Requ[rem(_ents System validation
specification
Y
L
e e e el . Requirements . System design with . Development and
P Y modification reuse integration
i

Alternative solutions search

Figure 44: Component-based softwar e engineering process [SommO07]

The first and the last phases of CBSE processimitasto the phases already described in watenfaltiel and
others, the four phases in between differ fromrést:

1. Component analysis — after the requirements spatifin it is usually possible to search for
components that implement this given specificatitin.iis not guaranteed that there would be
components that implement exactly the given speatifin, so the next similar ones are taken.

2. Requirements modification — depending on which congmts have been discovered and how well they
fit into requirements implementation, the requiretsespecification itself should be reviewed in arde
to suit the available components. If the modifieatisn’t feasible, the previous step may be repktte
find the alternative solutions.

3. System design with reuse — in this phase, theirgistamework should be adjusted or a new one
should be elaborated. Of course the componentsohfug design are taken into account by system
designers. If there have been no appropriate coemgsrfound in the first phase and no alternative
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solutions in the phase review after requirementglifitation, then some new system components
should be developed.

4. Development and integration — new components areldped that cannot be obtained externally. After
that, they are integrated with the existing ondso(@&COTS parts) into a final system. The system
integration step is seen as a part of this stégerdhan a separate activity in this software dgwelent
process model [SommOQ7].

The advantages of the CBSE process are as follows:

- reduced development costs and risks. Though sojustend) and development are made, these
are relatively cost efficient because of the redutbme efforts. In addition, the future failure
risks are reduced, because the reused modulesalraagly been tested before. Of course, the
changes components have to be tested again, bigsthdevelopment time is saved.

- usually faster software development. Once agaiis related to reduced development time.
Indeed, in case not that much time is spent ondieatlopment and maintenance, the software
production should take place in rapid pace.

The disadvantages of CBSE process are listed below:

- requirement compromises may lead to a system tesrdt meet the user needs. If there are no
components that fit into requirements specificatand no alternative solutions have been
found, than the components should be developetislis infeasible, then the requirements are
not met, thus not providing for requirements.

- some control over the system evolution is lost. maeer version of the software components
are not under control of the organisation usinfg@mmO7]. Therefore, it could be difficult to
maintain the consistent development of this compbhether.

Hence, the CBSE development process is well sddedhe projects that integrate many system padmf
possibly different vendors. A service-centric pobjbased on integrating web services from a rarfigeigpliers
can serve as a good example for this kind of tHevaoe development process [SommO07]. Where differen
components don’t possess a standardised integrfatingework or communication between different deper
teams is complicated then this approach is not sgted. That is, much time and effort could benspmn
evaluating the different software components indbarch for appropriate source code segments inatviit
into current needs. This search would not necdgdagi successful and could result in time and resoissues
for the project.

5.1.5 Incremental delivery

The waterfall model allows for structured softwaevelopment, where every step is well documentedthe
input of the next step consists of the informafiamm the previous one. It is complicated thougltaatinue the
development after completing the requirement sthgequirements are likely to change often, becaessery
little change demands reworking of the requiremdesign and eventually implementation stages. @rother
hand, evolutionary development allows for delayimguirement and design stage completion, lettirgy th
important decisions be postponed until it is cledat is required. This kind of the development pgscmay
though lead to an unstructured and undocumentetliptahat is difficult to modify and to maintaim the worst
case, if the new design or requirement decisioimfiasible to incorporate, the product should beettged
from scratch using the rest of the already develgystem.

An approach called incremental delivery should comtthe advantages of both waterfall and evolutipna
models for software development. Essentially, éais the system development in a number of snakiments
that are each developed separately and deliverde austomer in turn. This process is illustrateBigure 45.
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Figure 45: Incremental development process [SommO7]

Before breaking the development process down inderges of increments, the customers have to euthe
services they would like the system to incorporatthe final version. These requirements are thetributed
into a number of increments that deliver a pardystem services each. The order in which servieeassigned
to increments depends on the service priority dthiethe customer in the first phase.

As soon as the system architecture is designedtl@dncrements are defined, the development offitee
increment starts. Requirements for this incremeatdefined in detail and are sequentially elabardteough
design, implementation and integration. During deeelopment, new requirements to the system maye agm
but changing the requirements for the current imenet is not allowed.

After completing each increment, it is being imnadelly delivered at the customer. The services atano
realization, thus allowing the customer for expeniting with the product. With new increments impésed,

the overall system functionality improves and cuostos’ requirements to system and its components can
change. As long as it doesn't disturb current im@et development, new requirements are likely to be
incorporated into system requirements and impleatkint the later versions of the system or companent

The advantages of incremental delivery are asv@io

- customers benefit from the early system deliveryhdips identifying missing functionality,
requirements and additional needs, which they wddde expressed anyway even if the
system would have been delivered as a whole. Thtomers are also able to use the system
productively, even if it has temporarily limitedrfctionality.

- customers can use the early increments as prottipg@erimenting with prototypes gives the
customers experience and helps them faster exginessrequirements for the later system
versions.

- important system parts receive the most effortdésting. As the common services and system
core are delivered first due to higher prioritygdh system components get the most time to be
tested and be freed of defects. The important pérassystem are then more robust than those
providing additional functionality.

- lower risk of overall project failure. Even if orme the other component is not working out
well, the first part to be delivered is the systeone and it is being made properly, so some of
the later components are likely to be developed.

The disadvantages of incremental delivery arediselow:

- difficulties to map customer’s requirement ontor@ments of the right size. Because each
increment should be relatively small and deliveleast some functionality, it is hard to decide
which part of the service is going to be develop#tl which increment.

- hard to identify common functionality before contplerequirements specification. Later
components use the same system interface and egmscthe former ones. It is thus important
to identify common services used by all of the comemts, which is difficult if the
requirements are not complete at the beginning.

Therefore, the incremental delivery developmentess is best suited to projects for which the requénts are
not clearly defined in the beginning and may chaingiiture. The customers should be prepared toghdly
involved in the development process, because dt s@p and especially after each increment theullfack is
required. It is not suited for organisations tmelude the complete system specification in there@h which is
mostly the case with the government organisations.

This software development model belongs to a cayegalled agile methods, referring to their eartgtfdraft
system delivery and flexibility with respect to dging customer requirements. A variant of the inmatal
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delivery called extreme programming has been e&tbdr[Beck0Q]. It is based on a series of very bmal
increments of the system services, customer irtfiera@nd pairwise programming. These should result
constant source code improvement according to meshanged customer requirements.

5.1.6 The software prototyping model

It is often impossible to apply the classic softevdevelopment models such as the waterfall or tmeodel to
software development because of the incompleteesysequirements or different design solution polsds
[Balz98]. In this case, developing a software prgie may be useful in order to solve these problérhss
approach may be seen as a subcategory of the iew@lyt software development process and is somstime
called software or throwaway prototyping [SommOQ7].

A software prototype is a first draft version oétfinal system product that demonstrates the impteation of
the system requirements and possible design optibean then be used for experimentation in thitwsoe
development process in following ways [SommOQ7]:

1. During requirements engineering, a prototype cdp teedetermine and evaluate the requirements for
the system. The requirements should be reviewen flee technical and end user points of view to
develop a set of requirements that satisfies theti in the best way.

2. During system design, a prototype can be usedptbexthe design solutions. Technical details sthoul
be hidden behind a user interface that can chaegendling on the end user design requirements. If
those are incomplete or the end user is unsure ishiag¢tter to include in the final system version,
throwaway prototyping can help choosing the feasitdsign options.

3. During testing, a prototype can be used to run ftedkack tests with the final system that will be
delivered to the end user. The test validatiomésrhain goal of the prototype usage. The same dests
run with the prototype and the final system andeteling on the difference in results the correctioéss
the final system can be measured.

The software prototyping process is shown in FigtBeand describes the steps during the developrrentn
the beginning the objectives of the prototype stidoé made explicit, because otherwise the goalthef
prototype can be easily misunderstood by the erdsiuend thus they will not be able to appreciagehtbnefits
from the prototype development process. Definirgyfdatures to include or to leave out of the pygetis the
next step in the process. In order to save timecasts for the prototype development, some unctitica
requirements with respect to system functionaléy de relaxed. Prototype development should prodince
executable piece of software for the end usersxfer@ment with, which is done in the last stageiryr
prototype evaluation. The more the end users aténgecomfortable with the system prototype, thereno
requirement adjustments they can find.

Establish Define

pratotype pratotype Develop Evaluate

objectives functionality

prototype prototype

v

¥ ¥ Y
Prototyping Outline Executable Evaluation
plan definition prototype report

Figure 46: Softwar e prototyping process [ SommO07]

The advantages of the software prototyping devetagmrocess are:

- software development risk reduction. Through earlytotype application it is likely that the
errors in requirements of design will be detected &liminated in time, before the final
product version is delivered to the end user.

- reduced development effort. Through applicationthef prototyping instruments it is possible
to rapidly develop adjusted versions of the sofewg@roduct that incorporates changing
customer requirements.

- a closer match of the system to user's needs. Bhrapplication of the prototypes in
requirement engineering and system design moresgigd¢uned product emerges. Most of the
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end user requirements are already implementedeiptbduct, which in turn results in better
product match.

The disadvantages of the software prototyping agrmaknt process are the following:

- impossibility to incorporate the non-functional vigments. Quality standards are usually
degraded for software prototypes. The system pmeaoce, security and reliability
requirements may be relaxed during prototyping,cwhmay result in incompatible changes to
be made in order to implement those.

- prototypes are often seen as the documentatiortitsies. Frequent changes lead to poorly
documented software pieces that are extremelycdiffito maintain. The only document
provided is the source code, which is hard to @sthe documentation basis in the long-term
development.

- difficulties in prototype system maintenance. Tharmges during prototype development are
likely to disturb the system structure, which inntdeads to problems in maintenance and
possible need for system refactoring.

Hence, the software prototyping model can be usedd projects where the initial requirements arectear or
the design options are difficult to differentiatéhwout further work. Experimenting thus, with poptinderstood
requirements, the better system requirements asigrdean be elaborated. Prototypes can also bepocded
into other software development models in ordeclaify requirements or make a decision with resgec
design options. This software process model issnghble for projects where end users are not aivailfor
discussion during prototyping. Also, the softwanmetptypes are not always included in the develogmen
contract, which makes it difficult to apply thisfseare development model.

5.1.7 Theobject-oriented model

As already stated in the section describing compbbased software engineering, software reuse aky t
place and sometimes it is reasonable to implemamponents by customizing the existing ones. Thiagigm
is also used in object-oriented software engingemvhere the reuse is made through modularity, gndation,
inheritance and polymorphism. This reuse can tdkeepat the different levels of abstraction [Balz98

- requirements definition — Object-Oriented Analy@BOA) is applied here, which results in
reuse of subsystems and class hierarchy of theva@ftproducts.

- technical design — Object-Oriented Design (OODgsajlace, which results in reuse of design
options.

- implementation — this is the lower stage wheresadasand class libraries can be reused by the
developers.

The reuse of the components can be based on thedewaloped software pieces or on the purchased clas
libraries or OOA concepts [Balz98]. All of the redssystem components have to be made accessiblegthr
common reuse archives. The point of time at whighdomponents are submitted into an archive is itapb

for the object-oriented model. The system companenay be filed directly during the developmenteaft
development completion or even after the dedicaiektloper team has analyzed and identified theabdes
pieces of software. These aspects should certéialyaken into account during object-oriented dgualent
[Balz98].

The object-oriented software development processhisvn in Figure 47. It starts with the definitiof the
system requirements, which in turn reuses possiilting approaches for the particular kind of abpem. As
soon as an OOA model has been completed, it cditedento the reuse archive, which then servesefsrence
for the future requirements definition. In the netép design decisions with additional help ofrémgse archive
are made and the OOD model is constructed, whickuiin is stored into the reuse-archive for refeeenc
purposes. The following step is the implementattmat is searching for the reusable classes inttgwe. The
output of this step is the object-oriented produdtich can also serve as input for reuse archiwesdon as at
least two object-oriented products are completbdy tcan be analyzed together in order to detectnwm
generalised components for future reuse. Duringlthelopment process, changes can be made toepuuits
definition (through design decisions) and desigabetation (through implementation issues) in chssd are
incompatible with the models that have been deesladp following steps.
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Figure 47: The abject-oriented development process [Balz98]

The advantages of the object-oriented softwareldpweent process are:

productivity and quality improvement. Clearly theftaiare reuse accelerates software
development, because efforts for initial analysid test development take not that much time.
Quality gains through the additional testing after adjustment of the reusable components.

usage of semi-finished products, focus on own gtien If it is too complicated for the team to
develop a certain system component from scratéb titen acquired from the external sources
or the own reuse archive, which in turn consistdnoependently developed or purchased
components.

The disadvantages of the object-oriented softwaxeldpment process are the following:

product development is directly connected to obgeinted techniques. If the development
team is using a different programming paradigm, m@gedural programming, it is difficult to
maintain the development process intact and asdnee time to incorporate the reuse archive
based on object orientation.

appropriate infrastructure (reuse archive and dsgdion) is required. The development team
has to have full access to reuse-archive and toestgnissing components to be purchased in
case these are not available in the archive antllmadeveloped independently.

Therefore, the object-oriented software developnmeodel is best suited for projects developing potslthat
can benefit from reuse. This approach can be wefiined with evolutionary and incremental processlats,
because object orientation allows for rapid chaogeduction [Balz98]. It is also well suited for tpeojects
applying object-oriented methods in the developnmntess. It is not that suitable for projects thate to
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develop all of the system components on its owthaut purchasing or reusing existing software @Eedee to
financial limitations or inapplicability. As alregdtated, the projects that use another programpangdigm as
object orientation would probably benefit a lithem the object-oriented software development model

5.1.8 Concurrent Engineering

Most of the classic software development modelsneonthe development activities in a sequential mean
Rather than perform one development activity aéieding another one, the concurrent engineering mode
proposes to allow for parallelization of those. SThiodel stems from manufacturing industry, whichiised at
the production time minimization under separatibproduct design from product fabrication. It usitl of the
involved departments in a team that is focused synahronous development [Balz98]. All of the aspex the
final product should be considered in advancehabthe reengineering doesn’t take that much timaddition,

as long as it is possible, the development activitiave to be conducted in parallel. That mearsatter
completing only a part of requirements or evenieqrthe design phase begins, which is directofeéd or
even overlapped by the implementation phase. Theess of concurrent engineering is shown in Figre
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X Cranges ) ( Extznded model } : extension stage z
Y Y
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The goal of production time minimization and consenf development parallelization holds risks. Ifnso
instruments had been already built as the inewatahbnges came up, the efforts to produce thes®inmsnts

thus had been made in vain. This means that saftd@velopment under the concurrent engineeringdpara
should always consider whether it is financialladible to make design decisions which may be chhimge
future [Balz98]. So the motto of this software depenent model sounds “right-the-first-time” unlikee motto

of the prototyping model “redo-until-right”.

-

Y

p——
( Extardac -
L G sysem

Figure 48: Concurrent engineering process [Balz98]

The advantages of the concurrent engineering soétd@velopment process are:

- early problem detection and elimination. If all tife involved development departments
participated in a decision process, it is likelgttthe risks would be minimized through early
measuring of the alternatives.

- optimal time usage. Under assumption that evergtlyoes right, this development model
minimizes the development time, thus yielding séstrtime-to-market.

The disadvantages of the concurrent engineerirtgyand development process are the following:
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- unclear whether the goal “right the first time” ca@ achieved. As already stated, the parallel
development may hold unpredictable risks that lltad to reengineering of the product and
possible scrapping of the developed instruments.

- risk if the decision made too late. If one requiests statement is made that confuses
previously made design decision, then additiomahtions needed.

- high planning and personnel costs. If all of theolmed development departments are taking
part in the development as a team, then it isdliffito coordinate all of them at a time. This
may augment the planning efforts for early errad problem anticipation, which then results
in higher costs.

As a consequence, the concurrent engineering noaaiebe applied in projects where it is possiblpio all of

the development departments in one team that césmdlue development in a corporate way. Also, whea i
likely that the requirements won't change in thtufa, it is feasible to take the concurrent engimgemodel as
a development basis. Otherwise, if it is prediaatblat at least some of the requirements would ggham the
future and it can’t be predicted in which way, thiee concurrent engineering is not the best altemalf the

communication between departments is complicabemh it is not a good idea to develop the softwaoglpct in

a parallel way, because it demands a close commebttween development groups in order to achiesvgaal

of minimal time-to-market.

5.1.9 Spiral development

The spiral software development model introducesaasalternative way of connecting the development
activities. Rather than sequentially combining théime spiral model represents them as a spiralddroyclic
diagram (see Figure 49). Each next outermost lobp @piral stands for a more detailed system model,
beginning with requirements analysis and stateraérihe innermost loop and ending with specificataom
implementation with testing at the outermost lodpe area of the spiral shows the accumulated aistise
development. The angle of the spiral representsddnelopment progress. This development model was
introduced by BEHM in 1988 and explicitly stresses the recognitionrisk during software development
[Boeh88].
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Figure 49: Spiral development process [SommO07, Balz98]

Each loop of a development spiral contains foupstef the according system stage elaboration [Balz9
Somm0Q7]:

1. Objective setting — firstly, the goals of this spistage are stated. Alternative solutions are idensd

and the risks are outlined. During alternative 8ohs consideration the constraints on each soluie
identified.

2. Risk assessment and reduction — secondly, eadte afutlined risk kinds undergoes a detailed anslysi
The possible, in the first step detected, alteveasiolutions are evaluated in order to identify ihke
there are risks that interfere with each solutioncase there are such risk kinds, appropriatéesfies
have to be elaborated to reduce the risk.

3. Development and validation — thirdly, after solat@nd risk evaluation, the software process maoaiel c
finally be chosen. If it makes sense, a combinatiérdifferent models can be taken due to risk
minimization [Balz98, p.129].

4. Planning — finally, the previous steps and the gmbpas a whole are reviewed. In case the decision i
made to enter into commitment of continue the dgwelent with the next spiral loop, the according
plans are drawn up. This ends the current loopgaed over to the next one.

The advantages of the spiral development modedsfellows:

- periodical checking of the project progress. Tlais serve a good point of the project review in
case some requirement changes come to light.
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- risks, errors and inappropriate alternatives aeatifled in time. The according system design
decisions can thus be made in advance, beforecthelamplementation takes place and too
much workload has to be rolled back.

- integration of other software process models. Qrhepiral loop it is feasible to use different
software process models to develop the system. &amansformations are suitable for the
parts where safety risks are the main considerg8ommO7].

- supports software reuse. It is especially importimt development of different software
components where separate spiral loops are takexafin component.

The disadvantages of the spiral development maeeha following:

- high management complexity. The spiral developmemdel requires relatively moderate user
interaction. At the same time, much depends on gemant decision, because each cycle’s
proceeding is planned before the previous cycle.eimdaddition, risk management is difficult
to maintain, because there may be problems asgigaml assessing risks for different
alternative strategies.

- no distinction between development and maintenafi@ece one spiral loop has been
completed, the information and the system modelented to be maintained. The spiral model
only stresses the product development.

Therefore, the spiral development model is appateffior the projects where risk management ancctanfuare
the prioritized goals. Also, it suits well largeaged projects where decisions have to be made.dftenmes in
handy where it is unclear whether all of the syst@odels are going to be compliant with single safev
development paradigms. In this case there is ailplitysto use different process models for the heystem
model of run concurrent spiral loops for separafensre components. The spiral development modeksvoot
that well for small- and middle-sized projects hesmof its extensive management efforts.

5.2 VideProcedure moded

Early discovery and correction of failures in tludtware development process reduces the cost dod ef the
whole software development [SommO07]. One innovatdbWIDE is the possibility of testing VIDE modets
the PIM level (c.f. D.2.1). This means that the damuser gets the ability to verify wheter all nesary aspects
are covered by the software. Thus the VIDE langyageides a means for rapid testing and user fezd@dis
strength of the language will be used in the VIiDiEware development procedure model. Additionalligliows
a better involvement of domain users into the safendevelopment, as business users can influeaaeshlt of
the development process earlier, which increaseis #tceptance of the software [SommO07]. Thesesidea
already considered in agile development method$ s extreme programming OSMERVILLE states the
following principles of agile development methodfmO07]:
*  Customer involvement:

0 Include customers in the development process
* Incremental delivery:
o Software is splitted into increments, which arefrared separately by the customer
» Embrace changes:
0 Expect changing requirements
e Maintain simplicity:
0 Avoid to complex procedure models
e People not Process:
o Developers are free in choosing their way of wagkin

This process means that the customer is involvesh &arly stage in the development process ang testing is
possible by incrementally delivering parts of thatware. But, agile methods are usually not focdsea
models, which is the main issue of an MDA projéke IVIDE. Additionally SIMMERVILLE argues that agile
methods are not suitable for security critical &gions and for large scale development. But sgcaspects
are especially important for business softwarethay often deal with financial data or sensitivestomer and
product data. Therefore agile methods bring imporéavantages (early customer involvement and mergal
delivery) but can’t be used without adoption of BiDA-based software development procedure for data-
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intensive business applications. Therefore, the B/Ifdftware development procedure model is basea@ on
structured procedure model but includes the adgestaf agile methods. Especially as incrementaveist is
an important issue the spiral model is used asse @& the VIDE procedure model. The roles involiredhe
development process have already been definediiredeble D.1.1. Five roles have been identifidat lomain
user, the business analyst, the VIDE analyst/desjghe VIDE programmer and the VIDE architect. Agure
50 shows the VIDE programmer and architect serse a$ testers for the developed VIDE application.

Domain User
{Customer)

v

Business analyst L
Maintainer (Requirements Analyst)

B i ___________________________________

Analyst/Designer

CIM

PIM

Tester

CODE Test Cages

Figure50: VIDE usersin relation to MDA levels (c.f. D.1.1)

The VIDE procedure model consists of five phasess tlosely linked to the transformation procetstiag
from requirement at the beginning and ending witlkl Pnodel, which will be described in deliverable3L.
The phases are executed sequentially. After a# fihases have been executed one cycle of the spiral
completed and the development procedure startsthétliirst phase again until the software prodsadtriished.
This allows the usage and testing of parts of thelevsoftware product. Because VIDE offers the estfation
of different applications, different parts of a tsedre application can be implemented as separaf2EVI
applications which are later on orchestrated ineprtd achieve the full functionality of the wholeftsvare
system. Each of these applications can be regarsl@dmodule, which can be implemented in one ayictbe
spiral procedure model. This modularization offéne chance to reuse existing VIDE applications &nd
integrate exciting legacy applications, if theyyide a proper interface allowing their invocationd workflow
management system. The five phases (c.f. figurea&f)
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Requirement analysis
RA 3

Customer Feedback CIM Development

Test / Verification PIM Development

Figure51: VIDE Procedure Model

Requirement analysis

The first major phase is the requirements analji$is phase is conducted by the domain user angostgal by
the business analyst. The aim of this phase isl¢atify the goals that should be achieved with sbftware
development and the requirements that derive fioemt For the definition of requirements the domaser,
who is usually a future user of the developed safeyspecifies business needs in a process cevayic This
means the business processes that should be sghporexecuted by the software are depicted. Aufthtly
guestions are asked. Such as who will be usingdftevare? When will it be used? What data are ved? The
requirements resulting from this phase are goalsjness process descriptions and requirements timaha
language. Additionally existing forms that are walet for the supported process are gathered. Haperpased
forms and electronic forms, like PDF-documentspreadsheets are collected. The role of the busiueslyst
in this phase is to discover inconsistencies amdradictions in the gathered requirements and goalask for
missing pieces and to combine the requirement#fefent stakeholders of the software systems.

CIM modelling

The results of the requirements analysis are usemtelate CIM models. CIM models are semi-formal eied
which provide more structure than natural languaggeare still not executable. The CIM models aeated by
the business analyst and the domain user. Thevienant of the domain user depends on his modedliilty
and experience. But at least a validation of theirmss facts depicted in the CIM models shoulddedy the
domain user. The creation of the CIM models usustiéyts with the modelling of the business procése.
Here activities and the control flow between thema modelled. In this stage an important designgieaiis
taken. The business analyst and the domain useidedehich functionality is clustered to one apalion and
describe the control flow between these applicatifor the workflow management system. The business
processes which describe the refined activities emwkrol flow of each application are further exted.
Therefore other elements of the process view likeigs, constraint business rules, etc. can bedated. Then,
based on the documents, forms and process desoriptim the requirements analysis, the data objbetisare
used/edited or created are attached to each gctiMitey are later refined in the data view of thdiQevel
language by describing their attributes and thelations. Furthermore roles of employees who exetie
activities are attached. Then the relation of thedes, their relation to departments, etc. is dbed in the
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organisational view of the VCLL. In order to kedyetrelation and to allow changes in the next cydl¢he
spiral development procedure the relation of CIMelemodel elements and the artefacts of the remaras
analysis they derive from are documented.

PIM Modelling

In this phase the CIM models are used to creat®Htiwklevel model. The creation of the PIM modelsiise by
the VIDE designer and the VIDE programmer and suggoby the business analyst. While the first toles
create the PIM models, the function of the busirasadyst is to provide information about the CIMdats, if
misunderstandings should occur. The PIM modelslaenighest executable level. Again the relatiotwben
CIM and PIM model elements is documented. Thisvaldhe identification of the impact of changes tihb
models in the next cycle of the development prooedu

Testing

After the PIM model is completed the tester (VIDEogrammer and architect) verifies the technical
functionality of the VIDE application. ThereforeetHunctionality of the methods is tested and cdeedf
necessary. Additionally the transformability togeir platforms is tested. This ensures that the tetegh systems
can be used in the productive environment.

Customer Feedback

The technical running system is afterwards evatldte the domain expert and the business analystisn
phase the requirements that have been gatherdw ifirst phase of the development procedure arekele
Additionally the business processes and data nmetielh the CIM level can be used as test caseseThsts
can have four possible consequences. Firstly, pgpdication can meet all requirements and in thisecao
changes are needed. Secondly, the software rethedlthe requirements are incomplete or they héneaged
by external influences. In this case the requirdmbave to be corrected and all models on theddwelbw have
to be adapted. Thirdly, the requirements are colvat errors occurred during the creation of CIMdals. In
this case the CIM models have to be corrected lamdhanges propagated to the PIM level. Finallyctieation
of the PIM model based on a correct CIM level mddatis to changes of the PIM models.

Every need for changes that occurs in this phasdsl¢o a new development cycle in the VIDE procedur
model. Furthermore if one application, which isyoohe part of the whole software system, is finistiee next
application leads to a new development cycle.
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